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#### Abstract

As a rule, the solving of problem arising while studying the thermodynamical properties of physical and biological system is made in the framework of the theory of Gibbs measure. The Gibbs measure is a fundamental notion defining the probability of a microscopic state of a given physical system defined by a given Hamiltonian. It is known that to each Gibbs measure one phase of a physical system is associated to, and if this Gibbs measure is not unique then one says that a phase transition is present. In view of this the study of the Gibbs measure is of a special interest. In this paper we study $\left(k_{0}\right)$-translation-invariant $\left(k_{0}\right)$-periodic Gibbs measures for the Potts model on the Cayley tree. Such measures are constructed by means of translation-invariant and periodic Gibbs measures. For the ferromagnetic Potts model, in the case $k_{0}=3$ we prove the existence of $\left(k_{0}\right)$-translation-invariant, that is, (3)-translation-invariant Gibbs measures. For antiferromagnetic Potts model and also in the case $k_{0}=3$ we prove the existence of $\left(k_{0}\right)$-periodic ((3)-periodic) Gibbs measures on the Cayley tree.
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## 1. Introduction

The notion of the Gibbs measure for the Potts model on the Cayley tree is introduced in a standard way, see [1]-4]. In [5] the ferromagnetic Potts model with three states on a second order Cayley tree was studied and there was shown the existence of a critical temperature $T_{c}$ such that for $T<T_{c}$ there are three translationally invariant Gibbs measures and uncountably many Gibbs measures, which are not translation invariant. In [6, the results of 5 were generalized for the Potts model with a finite number of states on a Cayley tree of arbitrary (finite) order.

It is proved in [7] that the translation-invariant Gibbs measure of the antiferromagnetic Potts model with an external field is unique on the Cayley tree. Work [8] was devoted to the Potts model with countably many states and a nonzero external field on the Cayley tree. It was proved that this model has a unique translation-invariant Gibbs measure.

In work [9] the Potts model $(q=3)$ on a triangular lattice was studied taking into account the interaction of the second nearest neighbors. In this work, the effects of frustration in various magnetic systems were studied. To determine the presence of frustrations in the three-vertex antiferromagnetic Potts model on a triangular lattice, the study was made on the base of the Wang-Landau algorithm by the Monte Carlo method. It was shown in [10] that the transition from the antiferromagnetic and collinear phases to the paramagnetic one is a first-order phase transition, while the transition from the frustrated region to the paramagnetic one is a secondorder phase transition. In [11] the Potts ferromagnet model was studied on a quadratic lattice with spin value $(1, q)$ and alsothe Monte Carlo method was used.

[^0]In [12], the Potts vector model with spin value $q=3, q=4$ was studied and one ground state of the Potts model was considered in a magnetic field. It was also shown that the magnetization of a ferromagnet is directly proportional to the temperature. In [13], phase transitions were studied in a three-dimensional weakly diluted ferromagnetic Potts model with $q=5$ spin states on a simple cubic lattice.

In [15], all translationally invariant split Gibbs measures (TISGM) were found on the Cayley tree for the Potts model, in particular, it was shown that at sufficiently low temperatures their number is equal to $2^{q}-1$. It was proved that there were $[q / 2]$ critical temperatures and the exact amount of TISGM for each intermediate temperature was given.

In [18], explicit formulae were obtained for the translation-invariant Gibbs measures of the ferromagnetic Potts model with three states on the Cayley tree of order $k=3$. In addition, it was proved that on some invariant under certain conditions on the parameters of the antiferromagnetic Potts model with $q$-states with zero external field on the Cayley tree $k \geqslant 3$, there were exactly two periodic (non-translationally invariant) Gibbs measures with period two.

In [19, a weakly periodic Gibbs measure was introduced and some such measures were found for the Ising model, and in [20], weakly periodic ground states and weakly periodic Gibbs measures were studied for the Potts model. In papers [26], [27] weakly periodic Gibbs measures for the Potts model with an external field were studied.

In a recent paper [16] an extensive analysis of the uniqueness and non-uniqueness of the TISGM of the Potts model with a random and constant external field was given. In some special cases, it is proved that the upper bound on the number of such measures was equal to $2^{q}-1$.

A detailed survey of the results and application of the Potts model can be found in [17].
In work [21], the authors constructed some Gibbs measures (hereinafter referred to as the Gibbs measures obtained by the ART-construction) for the Ising model on the Cayley tree. In papers [22], [23] for the Ising model by means of the translation-invariant Gibbs measure on the Cayley tree of order $k_{0}$, a new Gibbs measure on the Cayley tree of order $k, k_{0}<k$, was constructed and it was called a ( $k_{0}$ )-translation-invariant Gibbs measure.

It work [24], there was proved the existence of Gibbs measures constructed by a similar method from [21] (hereinafter referred to as the measure obtained by the ART-construction) and in the case of $k_{0}=2$, there was proved the existence of $\left(k_{0}\right)$-translation-invariant Gibbs measures for the Potts model on the Cayley tree.

The aim of this article is to construct ( $k_{0}$ )-translation-invariant and ( $k_{0}$ )-periodic Gibbs measures for the Potts model in the case $k_{0}=3$. The work has the following structure: in the Section 2 we introduce the main definitions and known facts; in Section 3 we present the results obtained for ( $k_{0}$ )-translation-invariant Gibbs measures in the case $k_{0}=3$; in Section 4 we present the results obtained for $\left(k_{0}\right)$-periodic Gibbs measures in the case $k_{0}=3$.

## 2. Definitions and known facts

The Cayley tree $T^{k}$ of order $k \geqslant 1$ is an infinite tree, that is, a graph without cycles, to each vertex of which exactly $k+1$ edges are incident. Let $T^{k}=(V, L, i)$, where $V$ is the set of the vertices $T^{k}, L$ is the set of its edges, $i$ is the incidence function mapping each edge $l \in L$ into its end points $x, y \in V$. If $i(l)=\{x, y\}$, then $x$ and $y$ are called nearest neighbours of the vertices and are denoted $l=\langle x, y\rangle$.

The distance $d(x, y), x, y \in V$ on the Cayley tree is determined by the formula

$$
d(x, y)=\min \left\{d \mid \exists x=x_{0}, x_{1}, \ldots, x_{d-1}, x_{d}=y \in V \quad \text { such that }\left\langle x_{0}, x_{1}\right\rangle, \ldots,\left\langle x_{d-1}, x_{d}\right\rangle\right\}
$$

For a fixed $x^{0} \in V$ we denote $W_{n}=\left\{x \in V \mid d\left(x, x^{0}\right)=n\right\}$,

$$
V_{n}=\left\{x \in V \quad \mid \quad d\left(x, x^{0}\right) \leqslant n\right\}, \quad L_{n}=\left\{l=\langle x, y\rangle \in L \quad \mid \quad x, y \in V_{n}\right\} .
$$

For $x \in W_{n}$ we let $S(x)=\left\{y \in W_{n+1}: d(x, y)=1\right\}$.

It is known that there exists a one-to-one correspondence between the set $V$ of the vertices of the Cayley tree of order $k \geqslant 1$ and the group $G_{k}$ being a free product of $k+1$ cyclic groups of the second order with the generators $a_{1}, a_{2}, \ldots, a_{k+1}$, respectively, see [4].

We consider a model, where the spin variables take the values from the set $\Phi=\{1,2, \ldots, q\}$, $q \geqslant 2$ and are located at the vertices of the tree. Then a configuration $\sigma$ on $V$ is defined as a function $x \in V \rightarrow \sigma(x) \in \Phi$; the set of all configurations coincides with $\Omega=\Phi^{V}$.

The Hamiltonian of the Potts model is defined as

$$
\begin{equation*}
H(\sigma)=-J \sum_{\langle x, y\rangle \in L} \delta_{\sigma(x) \sigma(y)}, \tag{2.1}
\end{equation*}
$$

where $J \in \mathbb{R},\langle x, y\rangle$ are nearest neighbours and $\delta_{i j}$ is the Kronecker delta:

$$
\delta_{i j}= \begin{cases}0, & \text { if } \quad i \neq j, \\ 1, & \text { if } i=j .\end{cases}
$$

We define a finite-dimensional distribution of a probability measure $\mu$ in a volume $V_{n}$ as

$$
\begin{equation*}
\mu_{n}\left(\sigma_{n}\right)=Z_{n}^{-1} \exp \left\{-\beta H_{n}\left(\sigma_{n}\right)+\sum_{x \in W_{n}} \tilde{h}_{\sigma(x), x}\right\} \tag{2.2}
\end{equation*}
$$

where $\beta=1 / T, T>0$ is a temperature, $Z_{n}^{-1}$ is a normalized factor,

$$
\left\{h_{x}=\left(h_{1, x}, \ldots, h_{q, x}\right) \in \mathbb{R}^{q}, x \in V\right\}
$$

is a set of the vectors and

$$
H_{n}\left(\sigma_{n}\right)=-J \sum_{\langle x, y\rangle \in L_{n}} \delta_{\sigma(x) \sigma(y)} .
$$

We say that probability distribution 2.2 is consistent if for all $n \geqslant 1$ and $\sigma_{n-1} \in \Phi^{V_{n-1}}$

$$
\begin{equation*}
\sum_{\omega_{n} \in \Phi W_{n}} \mu_{n}\left(\sigma_{n-1} \vee \omega_{n}\right)=\mu_{n-1}\left(\sigma_{n-1}\right) \tag{2.3}
\end{equation*}
$$

here $\sigma_{n-1} \vee \omega_{n}$ is the union of the configuration. In this case there exists a unique measure $\mu$ on $\Phi^{V}$ such that for all $n$ and $\sigma_{n} \in \Phi^{V_{n}}$

$$
\mu\left(\left\{\left.\sigma\right|_{V_{n}}=\sigma_{n}\right\}\right)=\mu_{n}\left(\sigma_{n}\right) .
$$

Such measure is called a split Gibbs measure corresponding to Hamiltonian (2.1) and the vector function $h_{x}, x \in V$.

The following statement describes a condition on $h_{x}$ ensuring the consistence of $\mu_{n}\left(\sigma_{n}\right)$.
Theorem 2.1 (see [4]). The probability distribution $\mu\left(\sigma_{n}\right), n=1,2, \ldots$ in (2.2) is consistent if and only if for each $x \in V$ the identity

$$
\begin{equation*}
h_{x}=\sum_{y \in S(x)} F\left(h_{y}, \theta\right) \tag{2.4}
\end{equation*}
$$

holds, where the function $F: h=\left(h_{1}, \ldots, h_{q-1}\right) \in \mathbb{R}^{q-1} \rightarrow F(h, \theta)=\left(F_{1}, \ldots, F_{q-1}\right) \in \mathbb{R}^{q-1}$ is defined as

$$
F_{i}=\ln \left(\frac{(\theta-1) e^{h_{i}}+\sum_{j=1}^{q-1} e^{h_{j}}+1}{\theta+\sum_{j=1}^{q-1} e^{h_{j}}}\right), \quad \theta=\exp (J \beta)
$$

$S(x)$ is the set of direct descendants of a point $x$ and $h_{x}=\left(h_{1, x}, \ldots, h_{q-1, x}\right)$ with the condition

$$
h_{i, x}=\tilde{h}_{i, x}-\tilde{h}_{q, x}, \quad i=1, \ldots, q-1 .
$$

Each solution $h_{x}$ to functional equation (2.4) is associated with a single Gibbs measure and vice versa.

Let $\widehat{G}_{k}$ be a subgroup of the group $G_{k}$.

Definition 2.1. The set of vectors $h=\left\{h_{x}, x \in G_{k}\right\}$ is called $\widehat{G}_{k}$-periodic if $h_{y x}=h_{x}$ for all $x \in G_{k}, y \in \widehat{G}_{k}$.
$G_{k}$-periodic sets are called translation-invariant.
Definition 2.2. A measure $\mu$ is called $\widehat{G}_{k}$-periodic if it corresponds to a $\widehat{G}_{k}$-periodic set of vectors $h$.

## 3. $\left(k_{0}\right)$-TRANSLATION-INVARIANT GIBBS MEASURE

We consider ferromagnetic Potts models, that is, $J>0, \theta>1$. Translation-invariant Gibbs measures for the Potts model were studied in work [18] for all $k$ and $q$.

In the case $k=3, q=3$, for the translation-invariant sets of the vectors $h_{x}=h=\left(h_{1}, h_{2}\right)$ in (2.4) we obtain the following system of equations:

$$
\left\{\begin{array}{l}
h_{1}=3 \ln \frac{\theta e^{h_{1}}+e^{h_{2}}+1}{\theta+e^{h_{1}}+e^{h_{2}}}  \tag{3.1}\\
h_{2}=3 \ln \frac{\theta e^{h_{2}}+e^{h_{1}}+1}{\theta+e^{h_{1}}+e^{h_{2}}}
\end{array}\right.
$$

It was shown in work [18] that this system has the following solutions:

$$
\left(h_{1}^{(i)}, 0\right), \quad\left(0, h_{1}^{(i)}\right), \quad\left(-h_{1}^{(i)},-h_{1}^{(i)}\right), \quad(0,0), \quad i=1,2,
$$

where

$$
\begin{align*}
& h_{1}^{(i)}=3 \ln x_{i}, \\
& x_{1}=\frac{2 \sqrt{\theta^{2}+\theta-2}}{3} \cos \left(\frac{1}{3} \arctan \frac{3 \sqrt{3 \theta^{4}+24 \theta^{3}+18 \theta^{2}-120 \theta-249}}{2 \theta^{3}+3 \theta^{2}-12 \theta-47}-\frac{\pi}{3}\right)+\frac{\theta-1}{3}, \\
& x_{2}=\frac{2 \sqrt{\theta^{2}+\theta-2}}{3} \cos \left(\frac{1}{3} \arctan \frac{3 \sqrt{3 \theta^{4}+24 \theta^{3}+18 \theta^{2}-120 \theta-249}}{2 \theta^{3}+3 \theta^{2}-12 \theta-47}+\frac{\pi}{3}\right)+\frac{\theta-1}{3} . \tag{3.2}
\end{align*}
$$

In [22], [23], for the Ising model, using translation-invariant Gibbs measures on a Cayley tree of order $k_{0}$, a new Gibbs measure was constructed on a Cayley tree of order $k\left(k_{0}<k\right)$ called $\left(k_{0}\right)$-translation-invariant Gibbs measure. In this section, for the Potts model, by means of the translation-invariant Gibbs measure on the Cayley tree of third order $\left(k_{0}=3\right)$ as a construction from [22], [23], we prove the existence of new Gibbs measures on the Cayley tree of the seventh order, which we also call $\left(k_{0}\right)$-translation-invariant.

Let $V^{k}$ be the set of all vertices $T^{k}$ and $\theta_{c}=2.809107468$.
The following theorem holds.
Theorem 3.1. For a ferromagnetic Potts model on the seventh order Cayley tree, as $q=3$ and $\theta=\theta_{c}$, there exist at least six (3)-translation-invariant Gibbs measure.

Proof. We consider a seventh order Cayley tree. We recall that for $x \in V^{k}$ by $S_{k_{0}}(x)$ we denote arbitrary $k_{0}, 1 \leqslant k_{0} \leqslant k$, elements of $S(x)$. First by means of $\left(h_{1}^{(1)}, 0\right)$ and $\left(h_{1}^{(2)}, 0\right)$ we construct a set of vectors $h_{x}$ on $V^{7}$, which satisfy functional equation (2.4). We define this set of vectors $h_{x}$ as follows:
$\left(l_{1}\right)$ If at a vertex $x \in V^{7}$ we have $h_{x}=\left(h_{1}^{(1)}, 0\right)$, then with the vertices $S_{6}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$, while other vertices $S_{1}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(2)}, 0\right)$. If at a vertex $x \in V^{7}$ we have $h_{x}=\left(h_{1}^{(2)}, 0\right)$, then with the vertices $S_{3}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(2)}, 0\right)$, while other vertices $S_{4}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$. As a
result by (2.4) we obtain the following system of equations:

$$
\left\{\begin{array}{c}
h_{1}^{(1)}=6 \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+\ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}}  \tag{3.3}\\
h_{1}^{(2)}=3 \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+4 \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}} .
\end{array}\right.
$$

In view of

$$
\begin{equation*}
h_{1}^{(i)}=3 \ln \frac{\theta e^{h_{1}^{(i)}}+2}{\theta+1+e^{h_{1}^{(i)}}}, \quad i=1,2, \tag{3.4}
\end{equation*}
$$

by (3.3) we have

$$
\begin{equation*}
3 \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+\ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}}=0 \tag{3.5}
\end{equation*}
$$

We observe that $h_{1}^{(i)}=h_{1}^{(i)}(\theta), i=1,2$, therefore, the left hand side in 3.5 depends only on $\theta$. For the values of $\theta$ satisfying (3.5) and

$$
\theta>\theta_{c r}=\sqrt{9+6 \sqrt{3}}-2 \approx 2.403669476
$$

the set of the vectors $h_{x}$ on $V^{7}$ constructed by rules $\left(l_{1}\right)$ satisfies functional equation (2.4). By (3.5) and (3.4) we obtain the following:

$$
\begin{equation*}
h_{1}^{(1)}+\frac{h_{1}^{(2)}}{3}=0 . \tag{3.6}
\end{equation*}
$$

Therefore, by (3.6) and (3.2) we get the following equation:

$$
x_{1}^{3} \cdot x_{2}=1
$$

A solution of this equation is $\theta=\theta_{c}$, that is, as $\theta=\theta_{c}$, the set of vectors constructed by rules $\left(l_{1}\right)$ satisfies functional equation (2.4). Following works [22], [23], for the Potts model, we call the measure constructed by rules $\left(l_{1}\right)$ a (3)-translation-invariant Gibbs measure. In the same way for the vectors $h_{x}=\left(0, h_{1}^{(i)}\right), i=1,2$, we prove the existence of one more (3)-translationinvariants Gibbs measure for $\theta=\theta_{c}$.

Now by means of $\left(h_{1}^{(1)}, 0\right),\left(h_{1}^{(2)}, 0\right)$ and $\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)$ we construct a set of vectors $h_{x}$ on $V^{7}$, which satisfy functional equation (2.4). We define this set of vectors $h_{x}$ as follows:
$\left(l_{2}\right)$ If at a vertex $x \in V^{7}$ we have $h_{x}=\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)$, then with the vertices $S_{3}(x)$ we associate the vector $h_{x}=\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)$, the vertices $S_{3}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$, while other vertices $S_{1}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(2)}, 0\right)$. If a vertex $x \in V^{7}$ we have $\left(h_{1}^{(1)}, 0\right)$ or $h_{x}=\left(h_{1}^{(2)}, 0\right)$, then the vertices $S(x)$ are associated with the vectors $\left(h_{1}^{(1)}, 0\right)$ and $h_{x}=\left(h_{1}^{(2)}, 0\right)$ by rules $\left(l_{1}\right)$. As a result by 2.4 we obtain the following system of equations:

$$
\left\{\begin{align*}
-h_{1}^{(1)} & =3 \ln \frac{(\theta+1) e^{-h_{1}^{(1)}}+1}{\theta+2 e^{-h_{1}^{(1)}}}+3 \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+\ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}},  \tag{3.7}\\
-h_{1}^{(1)} & =3 \ln \frac{(\theta+1) e^{-h_{1}^{(1)}}+1}{\theta+2 e^{-h_{1}^{(1)}}}, \\
h_{1}^{(1)} & =6 \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+\ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}}, \\
h_{1}^{(2)} & =3 \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+4 \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}} .
\end{align*}\right.
$$



Figure 1. Set of vectors $h_{x}$ constructed by rules $\left(l_{1}\right)$ on the Cayley tree of order $k=7$.
Taking into consideration (3.4), by (3.7) we obtain equation (3.5), while equation (3.5) has a solution $\theta=\theta_{c}$, that is, as $\theta=\theta_{c}$, the set of vectors constructed by rules ( $l_{2}$ ) satisfies functional equation (2.4). In the same way for the set of vectors

$$
\begin{aligned}
& \left\{\left(0, h_{1}^{(1)}\right),\left(0, h_{1}^{(2)}\right),\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)\right\}, \quad\left\{\left(0, h_{1}^{(1)}\right),\left(0, h_{1}^{(2)}\right),\left(-h_{1}^{(2)},-h_{1}^{(2)}\right)\right\}, \\
& \left\{\left(h_{1}^{(1)}, 0\right),\left(h_{1}^{(2)}, 0\right),\left(-h_{1}^{(2)},-h_{1}^{(2)}\right)\right\}
\end{aligned}
$$

one can show the existence of extra three sets of the vectors satisfying functional equation (2.4). The above facts imply that as $\theta=\theta_{c}$, there exist six (3)-translation-invariant Gibbs measures.

We introduce the notations

$$
\widetilde{h}_{1}=\left(h_{1}^{(1)} ; 0\right), \quad \widetilde{h}_{2}=\left(h_{1}^{(2)} ; 0\right) .
$$

The set of vectors $h_{x}$ constructed by rules $\left(l_{1}\right)$ on the Cayley tree of order is shown on Figure 1 .

Remark 3.1. We note that in work [31] by means of known Gibbs measures there was constructed a Gibbs measure obtained by ART-construction. On the Cayley tree of order $k, k \geqslant 8$ as $\theta=\theta_{c}$, by means of (3)-translation-invariant Gibbs measures described in Theorem 3.1 one can construct the Gibbs measure obtained by ART-construction.

We consider the Cayley tree of order $k=a+b+3, a, b \in \mathbb{N}$. We introduce the following notations:

$$
B(a, b)=\left\{\theta \in \mathbb{R}_{+}: \theta>\sqrt{9+6 \sqrt{3}}-2 \approx 2.403669476, \quad a h_{1}^{(1)}+b h_{1}^{(2)}=0\right\}
$$

Theorem 3.2. For the ferromagnetic Potts model on the Cayley tree of order $k=a+b+3$, $a, b \in \mathbb{N}$ as $q=3$ and $\theta \in B(a, b)$ there exist at least six (3)-translation-invariant Gibbs measures.
Proof. By means of $\left(h_{1}^{(1)}, 0\right)$ and $\left(h_{1}^{(2)}, 0\right)$ we construct a set of vectors $h_{x}$ on $V^{k}, k=a+b+3$, $a, b \in \mathbb{N}$, which satisfy functional equation (2.4). We define this set of vectors $h_{x}$ as follows:
$\left(l_{3}\right)$ Let $k=a+b+3, a, b \in \mathbb{N}$. If at a vertex $x \in V^{k}$ we have $h_{x}=\left(h_{1}^{(1)}, 0\right)$, then with the vertices $S_{a+3}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$, while other vertices $S_{b}(x)$ are associated
with the vector $h_{x}=\left(h_{1}^{(2)}, 0\right)$. If at a vertex $x \in V^{k}$ we have $h_{x}=\left(h_{1}^{(2)}, 0\right)$, then the vertices $S_{b+3}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(2)}, 0\right)$, while other vertices $S_{a}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$. As a result by (2.4) we obtain the following system of equations:

$$
\left\{\begin{array}{l}
h_{1}^{(1)}=(a+3) \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+b \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}},  \tag{3.8}\\
h_{1}^{(2)}=a \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+(b+3) \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}} .
\end{array}\right.
$$

Taking into consideration (3.4), by (3.8) we get:

$$
\begin{equation*}
a \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+b \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}}=0 \tag{3.9}
\end{equation*}
$$

We note that $h_{1}^{(1)}$ and $h_{1}^{(2)}$ depend on $\theta$ and they are real as $\theta>\theta_{c r}=\sqrt{9+6 \sqrt{3}}-2$, see [18. We rewrite equation (3.9) as follows:

$$
\begin{equation*}
a h_{1}^{(1)}+b h_{1}^{(2)}=0 . \tag{3.10}
\end{equation*}
$$

Therefore, the set of vectors constructed by rules $\left(l_{2}\right)$ as

$$
\theta \in B(a, b)=\left\{\theta \in \mathbb{R}_{+}: \theta>\sqrt{9+6 \sqrt{3}}-2 \approx 2.403669476, \quad a h_{1}^{(1)}+b h_{1}^{(2)}=0\right\}
$$

satisfies functional equation (2.4).
As in the previous case, for the Potts model, the measure corresponding to the set of the vectors constructed by rules $\left(l_{3}\right)$ is called (3)-translation-invariant Gibbs measure. In the same way for the vectors $h_{x}=\left(0, h_{1}^{(i)}\right), i=1,2$, we prove the existence of one more (3)-translationinvariant Gibbs measure as $\theta \in B(a, b)$.

Now by means of $\left(h_{1}^{(1)}, 0\right),\left(h_{1}^{(2)}, 0\right)$ and $\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)$ we construct one more set of vectors $h_{x}$ on $V^{k}$, which satisfy functional equation 2.4. We defined this set of vectors $h_{x}$ as follows:
$\left(l_{4}\right)$ If at a vertex $x \in V^{k}$ we have $h_{x}=\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)$, then with the vertices $S_{2}(x)$ we associate the vector $h_{x}=\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)$, with the vertices $S_{a}(x)$ we associate the vector $h_{x}=$ $\left(h_{1}^{(1)}, 0\right)$, while other vertices $S_{b}(x)$ are associated with the vector $h_{x}=\left(h_{1}^{(2)}, 0\right)$. If at the vertex $x \in V^{k}$ we have $\left(h_{1}^{(1)}, 0\right)$ or $h_{x}=\left(h_{1}^{(2)}, 0\right)$, with the vertices $S(x)$ we associate the vectors $\left(h_{1}^{(1)}, 0\right)$ and $h_{x}=\left(h_{1}^{(2)}, 0\right)$ by the rules $\left(l_{3}\right)$. As a result by 2.4 we obtain the following system of equations:

$$
\left\{\begin{align*}
-h_{1}^{(1)} & =3 \ln \frac{(\theta+1) e^{-h_{1}^{(1)}}+1}{\theta+2 e^{-h_{1}^{(1)}}}+a \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+b \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}},  \tag{3.11}\\
-h_{1}^{(1)} & =3 \ln \frac{(\theta+1) e^{-h_{1}^{(1)}}+1}{\theta+2 e^{-h_{1}^{(1)}}}, \\
h_{1}^{(1)} & =(a+3) \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+b \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}} \\
h_{1}^{(2)} & =a \ln \frac{\theta e^{h_{1}^{(1)}}+2}{\theta+1+e^{h_{1}^{(1)}}}+(b+3) \ln \frac{\theta e^{h_{1}^{(2)}}+2}{\theta+1+e^{h_{1}^{(2)}}}
\end{align*}\right.
$$

In view of (3.4), by (3.11) we obtain equation (3.10), which is equivalent (3.9). Therefore, as $\theta \in B(a, b)$, the set of vectors $h_{x}$ constructed by rules $\left(l_{4}\right)$ satisfies equation (2.4). In the same
way for the set of vectors

$$
\begin{aligned}
& \left\{\left(0, h_{1}^{(1)}\right),\left(0, h_{1}^{(2)}\right),\left(-h_{1}^{(1)},-h_{1}^{(1)}\right)\right\}, \quad\left\{\left(0, h_{1}^{(1)}\right),\left(0, h_{1}^{(2)}\right),\left(-h_{1}^{(2)},-h_{1}^{(2)}\right)\right\}, \\
& \left\{\left(h_{1}^{(1)}, 0\right),\left(h_{1}^{(2)}, 0\right),\left(-h_{1}^{(2)},-h_{1}^{(2)}\right)\right\}
\end{aligned}
$$

one can show the existence of extra three sets of the vectors satisfying functional equation (2.4).
As a result we obtain that as $\theta \in B(a, b)$ on the Cayley tree of order $k=a+b+3, a, b \in \mathbb{N}$, there exist six (3)-translation-invariant Gibbs measures.

Remark 3.2.1. We note that the set $B(a, b)$ is non-empty since for the case $a=3, b=1$ it was proved in Theorem 3.1 that $\theta=\theta_{c} \in B(3,1)$.
2. We note that the Gibbs measures constructed by rules $\left(l_{i}\right), i=1,2,3,4$, differ from earlier known measures, see [15], [29], [30], [24].

## 4. $\left(k_{0}\right)$-PERIODIC GibBS MEASURES

In this section we consider the antiferromagnetic Potts model of order three and by means of periodic Gibbs measures on the Cayley tree of order three we prove the existence of new Gibbs measures, which we call $\left(k_{0}\right)$-periodic.

The following theorem characterizes periodic Gibbs measures.
Theorem 4.1 ([14]). Let $K$ be a normal divisor of a finite index in $G_{k}$. Then for the Potts model all K-periodic Gibbs measures are either $G_{k}^{(2)}$-periodic or translation-invariant, where $G_{k}^{(2)}=\{x:|x|$ is even $\}$.

For all $k \geqslant 3$ and $q \geqslant 3, G_{k}^{(2)}$-periodic Gibbs measures for Potts are studied in work [18].
In the case $k=3, q=3$, that is, $\sigma: V \rightarrow \Phi=\{1,2,3\}$, by Theorem 4.1 there exist only $G_{k}^{(2)}$ periodic Gibbs measures, which correspond to the set of the vectors $h=\left\{h_{x} \in \mathbb{R}^{2}: x \in G_{k}\right\}$ of form

$$
h_{x}=\left\{\begin{array}{llll}
h & \text { if } & |x| & \text { is even }, \\
l & \text { if } & |x| & \text { is odd. }
\end{array}\right.
$$

Here $h=\left(h_{1}, h_{2}\right), l=\left(l_{1}, l_{2}\right)$. Then by (2.4) we have:

$$
\left\{\begin{array}{l}
h_{1}=3 \ln \frac{\theta \exp \left(l_{1}\right)+\exp \left(l_{2}\right)+1}{\exp \left(l_{1}\right)+\exp \left(l_{2}\right)+\theta}  \tag{4.1}\\
h_{2}=3 \ln \frac{\theta \exp \left(l_{2}\right)+\exp \left(l_{1}\right)+1}{\exp \left(l_{1}\right)+\exp \left(l_{2}\right)+\theta} \\
l_{1}=3 \ln \frac{\theta \exp \left(h_{1}\right)+\exp \left(h_{2}\right)+1}{\exp \left(h_{1}\right)+\exp \left(h_{2}\right)+\theta} \\
l_{2}=3 \ln \frac{\theta \exp \left(h_{2}\right)+\exp \left(h_{1}\right)+1}{\exp \left(h_{1}\right)+\exp \left(h_{2}\right)+\theta}
\end{array}\right.
$$

We introduce the following notations:

$$
z_{1}=\exp \left(h_{1}\right), \quad z_{2}=\exp \left(h_{2}\right), \quad z_{3}=\exp \left(l_{1}\right), \quad z_{4}=\exp \left(l_{2}\right)
$$

Then the latter system of equations can be rewritten as

$$
\left\{\begin{array}{l}
z_{1}=\left(\frac{\theta z_{3}+z_{4}+1}{z_{3}+z_{4}+\theta}\right)^{3}  \tag{4.2}\\
z_{2}=\left(\frac{\theta z_{4}+z_{3}+1}{z_{3}+z_{4}+\theta}\right)^{3} \\
z_{3}=\left(\frac{\theta z_{1}+z_{2}+1}{z_{1}+z_{2}+\theta}\right)^{3} \\
z_{4}=\left(\frac{\theta z_{2}+z_{1}+1}{z_{1}+z_{2}+\theta}\right)^{3}
\end{array}\right.
$$

We consider the mapping $W: \mathbb{R}^{4} \rightarrow \mathbb{R}^{4}$ defined as follows:

$$
\left\{\begin{array}{l}
z_{1}^{\prime}=\left(\frac{\theta z_{3}+z_{4}+1}{z_{3}+z_{4}+\theta}\right)^{3}  \tag{4.3}\\
z_{2}^{\prime}=\left(\frac{\theta z_{4}+z_{3}+1}{z_{3}+z_{4}+\theta}\right)^{3} \\
z_{3}^{\prime}=\left(\frac{\theta z_{1}+z_{2}+1}{z_{1}+z_{2}+\theta}\right)^{3} \\
z_{4}^{\prime}=\left(\frac{\theta z_{2}+z_{1}+1}{z_{1}+z_{2}+\theta}\right)^{3}
\end{array}\right.
$$

System (4.2) is equivalent to the system of equations $z=W(z)$.
Lemma 4.1 ([18]). The mapping $W$ has invariant sets of the following forms:

$$
\begin{aligned}
& I_{1}=\left\{z=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in \mathbb{R}^{4}: z_{1}=z_{2}=z_{3}=z_{4}\right\}, \\
& I_{2}=\left\{z=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in \mathbb{R}^{4}: z_{1}=z_{2}, z_{3}=z_{4}\right\}, \\
& I_{3}=\left\{z=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in \mathbb{R}^{4}: z_{1}=z_{3}=1\right\}, \\
& I_{4}=\left\{z=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in \mathbb{R}^{4}: z_{2}=z_{4}=1\right\} .
\end{aligned}
$$

i) System of equations (4.2) on $I_{2}$ reads as follows:

$$
\left\{\begin{array}{l}
z_{1}=\left(\frac{\theta z_{3}+z_{3}+1}{2 z_{3}+\theta}\right)^{3}  \tag{4.4}\\
z_{3}=\left(\frac{\theta z_{1}+z_{1}+1}{2 z_{1}+\theta}\right)^{3} .
\end{array}\right.
$$

Introducing the notations $\sqrt[3]{z_{1}}=x, \sqrt[3]{z_{3}}=y$, we rewrite (4.4):

$$
\left\{\begin{array}{l}
x=f(y)  \tag{4.5}\\
y=f(x)
\end{array}\right.
$$

where

$$
f(x)=\frac{(\theta+1) x^{3}+1}{2 x^{3}+\theta}
$$

By (4.5) we obtain

$$
\begin{equation*}
x=f(f(x)) . \tag{4.6}
\end{equation*}
$$

It is clear that the roots of the equation $x=f(x)$ are also the roots of equation (4.6). This is why to find the roots of (4.6) different from ones of the equation $x=f(x)$, we consider the equation

$$
\frac{f(f(x))-x}{f(x)-x}=0
$$

Dividing the numerator by the denominator in the left hand side of this equation, we obtain the equation:

$$
\begin{align*}
\left(\theta^{3}+3 \theta^{2}+7 \theta+1\right) x^{6} & +\left(2 \theta^{2}+2 \theta-4\right) x^{5}+\left(\theta^{3}+2 \theta^{2}-\theta-2\right) x^{4}+\left(6 \theta^{2}+4 \theta+2\right) x^{3} \\
& +\left(\theta^{3}+\theta^{2}-2 \theta\right) x^{2}+\left(\theta^{2}+\theta-2\right) x+\theta^{3}+\theta+1=0 \tag{4.7}
\end{align*}
$$

If $0<\theta<\frac{1}{4}$, then it is easy to see that equation (4.7) has at least two positive roots, see [18]. Denoting these roots by $x_{1}$ and $x_{2}$, we obtain that the solutions of system (4.1) are of the form

$$
\left(h_{1}^{(1)}, h_{2}^{(1)}, l_{1}^{(1)}, l_{2}^{(1)}\right), \quad\left(h_{1}^{(2)}, h_{2}^{(2)}, l_{1}^{(2)}, l_{2}^{(2)}\right)
$$

Here

$$
\begin{equation*}
h_{1}^{(i)}=h_{2}^{(i)}=3 \ln x_{i}, \quad l_{1}^{(i)}=l_{2}^{(i)}=3 \ln \left(\frac{(\theta+1) x_{i}^{3}+1}{2 x_{i}^{3}+\theta}\right), \quad i=1,2 . \tag{4.8}
\end{equation*}
$$

We recall that to each set of vectors of form

$$
h_{x}= \begin{cases}\left(h_{1}^{(1)}, h_{2}^{(1)}\right), & x \in G_{k}^{(2)}, \\ \left(l_{1}^{(1)}, l_{2}^{(1)}\right), & x \in G_{k} \backslash G_{k}^{(2)},\end{cases}
$$

satisfying functional equation (2.4), a $G_{k}^{(2)}$-periodic Gibbs measure corresponds.
We shall construct $k_{0}$-periodic solutions by means of these solutions. By means of $\left(h_{1}^{(1)}, h_{2}^{(1)}\right)$ and $\left(l_{1}^{(1)}, l_{2}^{(1)}\right)$ we construct a set of vectors $h_{x}$ on $V^{k}, k=c+d+3, c, d \in \mathbb{N}$, which satisfy functional equation (2.4). We define the set of vectors $h_{x}$ as follows:
$\left(l_{5}\right)$ Let $k=c+d+3, c, d \in \mathbb{N}$. If at the vertex $x \in V$ we have $h_{x}=\left(h_{1}^{(1)}, h_{2}^{(1)}\right)$, then with the vertices $S_{c}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(1)}, h_{2}^{(1)}\right)$, while with other vertices $S_{d+3}(x)$ we associated the vector $h_{x}=\left(l_{1}^{(1)}, l_{2}^{(1)}\right)$. If at a vertex $x \in V$ we have $h_{x}=\left(l_{1}^{(1)}, l_{2}^{(1)}\right)$, then with the vertices $S_{c+3}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(1)}, h_{2}^{(1)}\right)$, while with the other vertices $S_{d}(x)$ we associate the vector $h_{x}=\left(l_{1}^{(1)}, l_{2}^{(1)}\right)$. As a result from (2.4) we obtain the following system of equations:

$$
\left\{\begin{array}{l}
h_{1}^{(1)}=c \ln \frac{(\theta+1) \exp \left(h_{1}^{(1)}\right)+1}{2 \exp \left(h_{1}^{(1)}\right)+\theta}+(d+3) \ln \frac{(\theta+1) \exp \left(l_{1}^{(1)}\right)+1}{2 \exp \left(l_{1}^{(1)}\right)+\theta},  \tag{4.9}\\
l_{1}^{(1)}=(c+3) \ln \frac{(\theta+1) \exp \left(h_{1}^{(1)}\right)+1}{2 \exp \left(h_{1}^{(1)}\right)+\theta}+d \ln \frac{(\theta+1) \exp \left(l_{1}^{(1)}\right)+1}{2 \exp \left(l_{1}^{(1)}\right)+\theta} .
\end{array}\right.
$$

Taking into consideration that

$$
h_{1}^{(1)}=3 \ln \frac{(\theta+1) \exp \left(l_{1}^{(1)}\right)+1}{2 \exp \left(l_{1}^{(1)}\right)+\theta}, \quad l_{1}^{(1)}=3 \ln \frac{(\theta+1) \exp \left(h_{1}^{(1)}\right)+1}{2 \exp \left(h_{1}^{(1)}\right)+\theta}
$$

by (4.9) we have

$$
\begin{equation*}
c \ln \frac{(\theta+1) \exp \left(h_{1}^{(1)}\right)+1}{2 \exp \left(h_{1}^{(1)}\right)+\theta}+d \ln \frac{(\theta+1) \exp \left(l_{1}^{(1)}\right)+1}{2 \exp \left(l_{1}^{(1)}\right)+\theta}=0 . \tag{4.10}
\end{equation*}
$$

We note that $h_{1}^{(1)}$ and $l_{1}^{(1)}$ depend on $\theta$ and they are real as $0<\theta<\frac{1}{4}$, see [18]. We rewrite equation (4.10) as

$$
\begin{equation*}
c l_{1}^{(1)}+d h_{1}^{(1)}=0 . \tag{4.11}
\end{equation*}
$$

Substituting (4.8) into (4.11), we obtain

$$
\left(\frac{(\theta+1) x_{1}^{3}+1}{2 x_{1}^{3}+\theta}\right)^{c} \cdot x_{1}^{d}=1 .
$$

Therefore, the set of vectors constructed by rules $\left(l_{4}\right)$ as

$$
\theta \in B(c, d)=\left\{\theta \in \mathbb{R}_{+}: 0<\theta<\frac{1}{4}, \quad\left(\frac{(\theta+1) x_{1}^{3}+1}{2 x_{1}^{3}+\theta}\right)^{c} \cdot x_{1}^{d}=1\right\}
$$

solves functional equation (2.4).
In the same way for the set of vectors

$$
\left\{\left(h_{1}^{(1)}, h_{2}^{(1)}\right),\left(l_{1}^{(2)}, l_{2}^{(2)}\right)\right\}, \quad\left\{\left(h_{1}^{(2)}, h_{2}^{(2)}\right),\left(l_{1}^{(1)}, l_{2}^{(1)}\right)\right\}, \quad\left\{\left(h_{1}^{(2)}, h_{2}^{(2)}\right),\left(l_{1}^{(2)}, l_{2}^{(2)}\right)\right\}
$$

one can show the existence of extra three sets of the vectors satisfying functional equation (2.4).
As a result we obtain the following theorem.
Theorem 4.2. For antiferromagnetic Potts model on the Cayley tree of order $k=c+d+3$, $c, d \in \mathbb{N}$ as $q=3$ and $\theta \in B(c, d)$ there exist at least (3)-periodic Gibbs measures.

Now we consider system of equations (4.2) on an invariant set $I_{3}$.
ii) System of equations (4.2) on $I_{3}$ has the following form:

$$
\left\{\begin{array}{l}
z_{1}=\left(\frac{\theta z_{3}+2}{z_{3}+\theta+1}\right)^{3}  \tag{4.12}\\
z_{3}=\left(\frac{\theta z_{1}+2}{z_{1}+\theta+1}\right)^{3}
\end{array}\right.
$$

Introducing the notations $\sqrt[3]{z_{1}}=x, \sqrt[3]{z_{3}}=y$, we rewrite 4.12):

$$
\left\{\begin{array}{l}
x=f(y),  \tag{4.13}\\
y=f(x) .
\end{array}\right.
$$

where

$$
f(x)=\frac{\theta x^{3}+2}{x^{3}+\theta+1}
$$

By (4.13) we obtain

$$
\begin{equation*}
x=f(f(x)) . \tag{4.14}
\end{equation*}
$$

It is clear that the roots of the equation $x=f(x)$ are also ones of equation (4.14). This is why to find roots of (4.14) different from the roots of the equation $x=f(x)$ we consider the equation

$$
\frac{f(f(x))-x}{f(x)-x}=0 .
$$

We divide the numerator by the denominator of the left hand side in this equation and we obtain:

$$
\begin{align*}
\left(\theta^{3}+\theta+1\right) x^{6} & +\left(\theta^{2}+\theta-2\right) x^{5}+\left(\theta^{3}+\theta^{2}-2 \theta\right) x^{4}+\left(6 \theta^{2}+4 \theta+2\right) x^{3} \\
& +\left(\theta^{3}+2 \theta^{2}-\theta-2\right) x^{2}+\left(2 \theta^{2}+2 \theta-4\right) x+\theta^{3}+3 \theta^{2}+7 \theta+1=0 \tag{4.15}
\end{align*}
$$

If $0<\theta<\frac{1}{4}$, it is easy to see that equation (4.15) has at least two positive roots, see [18. Denoting these roots by $x_{1}$ and $x_{2}$, we find that the solutions of system (4.1) has the following form:

$$
\left(h_{1}^{(1)}, 0, l_{1}^{(1)}, 0\right), \quad\left(h_{1}^{(2)}, 0, l_{1}^{(2)}, 0\right) .
$$

Here

$$
\begin{equation*}
h_{1}^{(i)}=3 \ln x_{i}, \quad l_{1}^{(i)}=3 \ln \left(\frac{\theta x_{i}^{3}+2}{x_{i}^{3}+\theta+1}\right), \quad h_{2}^{(i)}=l_{2}^{(i)}=0, \quad i=1,2 . \tag{4.16}
\end{equation*}
$$

We recall that to each set of vectors of form

$$
h_{x}= \begin{cases}\left(h_{1}^{(1)}, 0\right), & x \in G_{k}^{(2)}, \\ \left(l_{1}^{(1)}, 0\right), & x \in G_{k} \backslash G_{k}^{(2)},\end{cases}
$$

satisfying functional equation (2.4) there exists a $G_{k}^{(2)}$-periodic Gibbs measure.
We are going to construct $k_{0}$-periodic solutions by means of these solutions. By $\left(h_{1}^{(1)}, 0\right)$ and $\left(l_{1}^{(1)}, 0\right)$ we construct the set of the vectors $h_{x}$ on $V^{k}, k=c+d+3, c, d \in \mathbb{N}$, which satisfy functional equation (2.4). We define this set of vectors $h_{x}$ as follows:
$\left(l_{6}\right)$ Let $k=c+d+3, c, d \in \mathbb{N}$. If at a vertex $x \in V$ we have $h_{x}=\left(h_{1}^{(1)}, 0\right)$, then with the vertices $S_{c}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$, and with other vertices $S_{d+3}(x)$ we associate the vector $h_{x}=\left(l_{1}^{(1)}, 0\right)$. If at a vertex $x \in V$ we have $h_{x}=\left(l_{1}^{(1)}, 0\right)$, then with the vertices $S_{c+3}(x)$ we associate the vector $h_{x}=\left(h_{1}^{(1)}, 0\right)$, while with other vertices $S_{d}(x)$ we associate the vector $h_{x}=\left(l_{1}^{(1)}, 0\right)$. As a result by (2.4) we obtain the following system of equations:

$$
\left\{\begin{array}{l}
h_{1}^{(1)}=c \ln \frac{\theta \exp \left(h_{1}^{(1)}\right)+2}{\exp \left(h_{1}^{(1)}\right)+\theta+1}+(d+3) \ln \frac{\theta \exp \left(l_{1}^{(1)}\right)+2}{\exp \left(l_{1}^{(1)}\right)+\theta+1}  \tag{4.17}\\
l_{1}^{(1)}=(c+3) \ln \frac{\theta \exp \left(h_{1}^{(1)}\right)+2}{\exp \left(h_{1}^{(1)}\right)+\theta+1}+d \ln \frac{\theta \exp \left(l_{1}^{(1)}\right)+2}{\exp \left(l_{1}^{(1)}\right)+\theta+1}
\end{array}\right.
$$

In view of

$$
h_{1}^{(1)}=3 \ln \frac{\theta \exp \left(l_{1}^{(1)}\right)+2}{\exp \left(l_{1}^{(1)}\right)+\theta+1}, \quad l_{1}^{(1)}=3 \ln \frac{\theta \exp \left(h_{1}^{(1)}\right)+2}{\exp \left(h_{1}^{(1)}\right)+\theta+1}
$$

by (4.17) we find:

$$
\begin{equation*}
c \ln \frac{\theta \exp \left(h_{1}^{(1)}\right)+2}{\exp \left(h_{1}^{(1)}\right)+\theta+1}+d \ln \frac{\theta \exp \left(l_{1}^{(1)}\right)+2}{\exp \left(l_{1}^{(1)}\right)+\theta+1}=0 . \tag{4.18}
\end{equation*}
$$

We note that $h_{1}^{(1)}$ and $l_{1}^{(1)}$ depend on $\theta$ and they are real for $0<\theta<\frac{1}{4}$, see [18]. We rewrite equation (4.18) as follows:

$$
\begin{equation*}
c l_{1}^{(1)}+d h_{1}^{(1)}=0 . \tag{4.19}
\end{equation*}
$$

Substituting (4.16) into (4.19), we obtain

$$
\left(\frac{\theta x_{1}^{3}+2}{x_{1}^{3}+\theta+1}\right)^{c} \cdot x_{1}^{d}=1
$$

Therefore, the set of the vectors constructed by rules $\left(l_{4}\right)$ as

$$
\theta \in B(c, d)=\left\{\theta \in \mathbb{R}_{+}: 0<\theta<\frac{1}{4}, \quad\left(\frac{\theta x_{1}^{3}+2}{x_{1}^{3}+\theta+1}\right)^{c} \cdot x_{1}^{d}=1\right\}
$$

satisfy functional equation (2.4). In the same way, for the set of vectors

$$
\left\{\left(0, h_{1}^{(1)}\right),\left(0, l_{1}^{(1)}\right)\right\}, \quad\left\{\left(h_{1}^{(2)}, 0\right),\left(l_{1}^{(2)}, 0\right)\right\}, \quad\left\{\left(0, h_{1}^{(2)}\right),\left(0, l_{1}^{(2)}\right)\right\}
$$

one can show the existence of extra three sets of vectors satisfying functional equation (2.4).
As a result we obtain the following theorem.
Theorem 4.3. For the antiferromagnetic Potts model on the Cayley tree of order $k=c+$ $d+3, c, d \in \mathbb{N}$ as $q=3$ and $\theta \in B(c, d)$ there exist at least (3)-periodic Gibbs measures.

Remark 4.1. 1) We note that for the Potts model on the Cayley tree of order two there exist no periodic and non-translation-invariant Gibbs measures, see [31]. This is why for the antiferromagnetic Potts model also there exist no (2)-periodic Gibbs measures.
2) We note that (3)-periodic Gibbs measures differ from known measures, see [15], [29], [30], [24].

## 5. Conclusion

In the paper we study $\left(k_{0}\right)$-translation-invariant and $\left(k_{0}\right)$-periodic Gibbs measure for the Potts model on the Cayley tree. For the ferromagnetic Potts model on the Cayley tree of the seventh order as $q=3$ and $\theta=\theta_{c}$ we prove the existence of at least six (3)-translation-invariant Gibbs measures; for the ferromagnetic Potts model on the Cayley tree of order $k=a+b+3$, $a, b \in \mathbb{N}$ for $q=3$ and $\theta \in B(a, b)$ we prove the existence of at least six (3)-translation-invariant Gibbs measures; for the antiferromagnetic Potts model on the Cayley tree of order $k=c+d+3$, $c, d \in \mathbb{N}$ as $q=3$ and $\theta \in B(c, d)$ on the invariant sets $I_{2}, I_{3}$ and $I_{4}$ we prove the existence of at least four (3)-periodic Gibbs measures.

All these results can be applied both for the experimental checking of the properties of the magnetic materials corresponding to the Potts models and to testing the algorithms of numerical physics on supercomputers, see [9]-13].

## Acknowledgments

The author is deeply grateful to professor M.M. Rakhmatullaev for the formulation of the problem and useful advices on the work.

## BIBLIOGRAPHY

1. H.O. Georgii. Gibbs measures and phase transitions. Walter de Gruyter, Berlin (1992).
2. C.J. Preston. Gibbs States on Countable Sets. Cambridge Univ. Press, Cambridge (1974).
3. Ya.G. Sinaj. Theory of phase transitions: rigorous results. Nauka, Moscow (1980). [Pergamon Press, Oxford (1982).]
4. U.A. Rozikov. Gibbs measures on Cayley trees. World scientific, Hackensack, New Jersey (2013).
5. N.N. Ganikhodzhaev. Pure phases of the ferromagnetic Potts model with three states on a secondorder Bethe lattice // Theor. Math. Phys. 85:2, 1125-1134 (1990).
6. N.N. Ganikhodzhaev. Pure phases of the ferromagnetic Potts model on the Bethe lattice // Dokl. AN RUz. 6, 4-7 (1992).
7. N.N. Ganikhodzhaev, U.A. Rozikov. Discription of periodic extreme Gibbs measures of some lattice models on the Cayley tree // Teor. Matem. Fiz. 111:1, 109-117 (1997). [Theor. Math. Phys. 111:1, 480-486 (1997).]
8. N.N. Ganikhodjaev, U.A. Rozikov. On Potts model with countable set of spin values on Cayley tree // Lett. Math. Phys. 75:1, 99-109 (2006).
9. A.B. Babaev, M.A. Magomedov, A.K. Murtazaev, F.A. Kassan-Ogly, A.I. Proshkin. Phase transitions in a two-dimensional antiferromagnetic Potts model on a triangular lattice with next-nearest neighbor interactions // Zh. Exper. Teor. Fiz. 149:2, 357-366 (2016). [J. Exper. Theor. Phys. 122:2, 310-317 (2016).]
10. M.A. Magomedov, A.K. Murtazaev, L.K. Magomedova. Phase transitision in the Potts model on triangular lattice // Vestnik DGU. Ser. 1. Estest. Nauki. 32:4, 14-23 (2017). (in Russian).
11. L.N. Schur, L.V. Schur. Scale modeling: parallel annealing algorithm // in Proc. VIII Int. Conf. "Distributed Computing and Grid-technologies in Science and Education", Dubna, Russia, September 10-14, (2018).
12. F.A. Kassan-Ogly. One-dimensional 3-state and 4 -state standard Potts models in magnetic field // Phase Trans. 71:1, 39-55 (2000).
13. A.K. Murtazaev, A.B. Babaev. Phase transitions in a three-dimensional weakly diluted potts model with $q=5$ // Fiz. Tverd. Tela. 63:10, 1644-1647 (2021). [Phys. Solid State. 63:12, 1884-1888 (2021).]
14. U.A. Rozikov, R.M. Khakimov. Periodic Gibbs measures for the Potts model on the Cayley tree // Teor. Matem. Fiz. 175:2, 300-312 (2013). [Theor. Math. Phys. 175:2, 699-709 (2013).]
15. C. Külske, U.A. Rozikov, R.M. Khakimov. Description of translation-invariant splitting Gibbs measures for the Potts model on a Cayley tree // Jour. Stat. Phys. 156:1, 189-200 (2014).
16. L.V. Bogachev, U.A. Rozikov. On the uniqueness of Gibbs measure in the Potts model on a Cayley tree with external field // J. Stat. Mech. Theory Exp. 7:073205, pp. 76 (2019).
17. U.A. Rozikov. Gibbs measures of Potts model on Cayley trees: a survey and applications // Rev. Math. Phys. 33:10, 2130007 (2021).
18. R.M. Khakimov, F.Kh. Khaidarov. Translation-invariant and periodic Gibbs measures for the Potts model on a Cayley tree // Teor. Matem. Fiz. 189:2, 286-295 (2016). [Theor. Math. Phys. 189:2, 1651-1659 (2016).]
19. U.A. Rozikov, M.M. Rakhmatullaev. Weakly periodic ground states and Gibbs measures for the Ising model with competing interactions on the Cayley tree // Teor. Matem. Fiz. 160:3, 507-516 (2009). [Theor. Math. Phys. 160:3, 1292-1300 (2009).]
20. M.M. Rakhmatullaev. Weakly periodic Gibbs measures and ground states for the Potts model with competing interactions on the Cayley tree // Teor. Matem. Fiz. 160:3, 507-516 (2009). [Theor. Math. Phys. 176:3, 1236-1251 (2013).]
21. H. Akin, U.A. Rozikov, S. Temir. A new set of limiting Gibbs measures for the Ising model on a Cayley tree // Jour. Stat. Phys. 142:2, 314-321 (2011).
22. M.A. Rakhmatullaev. ( $k_{0}$ )-periodic Gibbs measures for the Ising model on the Cayley tree // Dokl. AN RUz. 3, 9-12 (2016). (in Russian).
23. M.M. Rahmatullaev. Ising model on trees: ( $k_{0}$ )-non translation-invariant Gibbs measures // J. Phys.: Conf. Ser. 819, 012019 (2017).
24. M.M. Rahmatullaev, F.K. Rafikov, Sh.Kh. Azamov. On constructive description of Gibbs measures for the Potts model on a Cayley tree // Ukr. Mat. Zh. 73:7, 938-950 (2021). [Ukr. Math. J. 73:7, 1092-1106 (2021).]
25. U.A. Rozikov, M.M. Rahmatullaev. On free energies of the Potts model on the Cayley tree // Theor. Math. Phys. 190:1, 98-108 (2017).
26. M.M. Rahmatullaev. On weakly periodic Gibbs measures for the Potts model with external field on the Cayley tree // Ukr. Mat. Zh. 68:4, 529-541 (2016). [Ukr. Math. J. 68:4, 598-611 (2016).]
27. M.M. Rahmatullaev. Weakly periodic Gibbs measures of the Potts model with a special external field on a cayley tree // J. Math. Phys. Anal. Geom. 12:4, 302-314 (2016).
28. M.M. Rahmatullaev, D. Gandolfo, U. A. Rozikov, J. Ruiz. On free energies of the Ising model on the Cayley tree // J. Stat. Phys. 150:6, 1201-1217 (2013).
29. U.A. Rozikov, R.M. Khakimov. Periodic Gibbs measures for the Potts model on the Cayley tree // Teor. Matem. Fiz. 175:2, 300-312 (2013). [Theor. Math. Phys. 175:2, 699-709 (2013).]
30. M.M. Rahmatullaev. The existence of weakly periodic Gibbs measures for the Potts model on the Cayley tree // Theor. Math. Phys. 180:3, 1019-1029 (2014).
31. R.M. Khakimov, M.T. Makhammadaliev. Translation Invariance of the periodic Gibbs measures for the Potts model on the Cayley tree // Teor. Matem. Fiz. 199:2, 291-301 (2019). [Theor. Math. Phys. 199:2, 726-735 (2019).]

Jasurbek Dilmurod ugli Dekhkonov,
Andijan State University,
Universitetskaya str. 129,
170100, Andijan, Uzbekistan
E-mail: dehqonov.jasur@bk.ru


[^0]:    J.D. Dekhkonov, On $\left(k_{0}\right)$-translation-invariant and $\left(k_{0}\right)$-Periodic Gibbs measures for Potts model on Cayley tree.
    (C) Dekhkonov J.D. 2022.

    Submitted November 10, 2021.

