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DIFFERENTIAL SUBSTITUTIONS

FOR NON-ABELIAN EQUATIONS OF KDV TYPE

V.E. ADLER

Abstract. The work is devoted to constructing differential substitutions connecting the
non-Abelian KdV equation with other third-order evolution equations. One of the main
results is the construction of a non-Abelian analog of the exponential Calogero–Degasperis
equation in a rational form. Some generalizations of the Schwarzian KdV equation are
also obtained. Equations and differential substitutions under study contain arbitrary non-
Abelian parameters. The construction method is based on the auxiliary linear problem for
KdV, in which the usual spectral parameter is replaced by a non-Abelian one. The wave
function, corresponding to a fixed value of this parameter, also satisfies a certain evolution
equation. Passing to the left and right logarithmic derivatives of the wave function leads
one to two versions of the modified KdV equation. In addition, a gauge transformation
of the original linear problem leads to a linear problem for one of these versions, mKdV-2.
After that, the described procedure is repeated, and the resulting evolution equation for the
wave function contains already two arbitrary non-Abelian parameters. For the logarithmic
derivative, we obtain an analog of the Calogero–Degasperis equation, which is thus a second
modification of the KdV equation. Combining the found Miura-type transformations with
discrete symmetries makes it possible to obtain chains of Bäcklund transformations for the
modified equations.

Keywords: non-Abelian equation, Lax pair, Miura transformation.

Mathematics Subject Classification: 35Q53, 37K30, 37K35

1. Introduction

Equations with non-commutative (for example, matrix) unknowns are an important object
of study in the theory of integrable systems. One of the first examples was the non-Abelian
Korteweg–de Vries equation (KdV)

𝑢𝑡 = 𝑢𝑥𝑥𝑥 − 3𝑢𝑢𝑥 − 3𝑢𝑥𝑢

and its modification (mKdV)

𝑓𝑡 = 𝑓𝑥𝑥𝑥 − 3𝑓 2𝑓𝑥 − 3𝑓𝑥𝑓
2. (1.1)

The inverse scattering method, families of exact solutions, Hamiltonian structures and
Darboux–Bäcklund transformations for these equations were studied in [1], [2], [3], [4], [5],
[6] and other works. In [7], another version of mKdV was introduced

𝑣𝑡 = 𝑣𝑥𝑥𝑥 + 3[𝑣, 𝑣𝑥𝑥] − 6𝑣𝑣𝑥𝑣, (1.2)

which is related with (1.1) by an implicit change [8]. Currently, non-Abelian analogs are found
for a large number of various integrable models, including evolution and hyperbolic systems,
3D equations, (semi)-discrete and ordinary differential equations. A deep, but still far from
being complete, presentation of the subject is contained in the book [9]. A fairly wide family of
nonlinear Schrödinger and Boussinesq type systems being polynomial and linear with respect to
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the derivatives was studied in [10], and in most cases there were two non-Abelian counterparts
corresponding to one scalar system, like in the case of (1.1) and (1.2).
At the same time, there are many blank spots in the non-commutative theory, for example,

no classification is known for integrable equations of the KdV type

𝑢𝑡 = 𝑢𝑥𝑥𝑥 + 𝐹 (𝑥, 𝑢, 𝑢𝑥, 𝑢𝑥𝑥). (1.3)

In the scalar setting, such classification was obtained long ago in the framework of the sym-
metry approach [11], [12], but in the non-Abelian case we even do not know exactly which
equations from the scalar list admit a generalization. In addition to the above equations, one
can find in the literature non-Abelian analogs of the potential mKdV equation (pmKdV) and
the Schwarzian KdV equation (SKdV), see, for instance, [9, Ch. 3.9] and [13], and the author
does not know any other studies. Moreover, only homogeneous equations without parameters
were studied. Meanwhile, recently it was observed [14] that equation (1.2) can be general-
ized by adding lower-order terms with an arbitrary non-Abelian constant, which is important
while constructing a self-similar reduction and leads one to a new version of the non-Abelian
Painlevé-II equation.
The purpose of this work is to enlarge the list of examples of type (1.3) by use of differential

substitutions. A similar problem was posed in [15], where, however, no new equations were
obtained.
Recall that from the point of view of substitutions, all scalar integrable equations (1.3) are

divided into three subclasses [16]. One class includes the linearizable equations, the second
one contains equations related to KdV, and the third class consists of one isolated Krichever–
Novikov equation [17]

𝑧𝑡 = 𝑧𝑥𝑥𝑥 −
3(𝑧2𝑥𝑥 −𝑅(𝑧))

2𝑧𝑥
+ 𝛼𝑧𝑥, 𝑅(5)(𝑧) = 0, (1.4)

where 𝑅 is a polynomial of degree 3 or 4 with simple roots; the case of multiple roots reduces
to KdV. For equations related to KdV, the basic sequence of Miura type transformations is as
follows:

𝑢𝑡 = 𝑢𝑥𝑥𝑥 − 6𝑢𝑢𝑥, (1.5)⌃⎮⎮⎮ 𝑢 = 𝑓𝑥 + 𝑓 2 + 𝛽

𝑓𝑡 = 𝑓𝑥𝑥𝑥 − 6(𝑓 2 + 𝛽)𝑓𝑥, (1.6)⌃⎮⎮⎮ 2𝑓 =
𝑝𝑥 + 𝑝2 + 𝛼

𝑝

𝑝𝑡 = 𝑝𝑥𝑥𝑥 − 3
𝑝𝑥𝑝𝑥𝑥
𝑝

+
3𝑝3𝑥
2𝑝2

− 3

2

(︁
𝑝+

𝛼

𝑝

)︁2

𝑝𝑥 − 6𝛽𝑝𝑥, (1.7)⌃⎮⎮⎮ 2𝑝 =

√︀
𝑤2

𝑥 + 4𝑅(𝑤) − 𝑤𝑥

𝑤 − 𝛾
,

𝑤𝑡 = 𝑤𝑥𝑥𝑥 −
3𝑤𝑥(𝑤𝑥𝑥 + 2𝑅′(𝑤))2

2(𝑤2
𝑥 + 4𝑅(𝑤))

+ 6(2𝑤 − 𝛽)𝑤𝑥, (1.8)

where 𝑅(𝑤) = (𝑤2 − 𝛾2)(𝑤 + 𝛾 + 𝛼). This “tower of modifications” and several simpler sub-
stitutions like the introduction of a potential cover almost all equations related to KdV; the
only exception is equation (1.4) with one double root and it is related to KdV by a third-order
substitution which can not be decomposed into simpler ones. Note that each modification adds
an arbitrary parameter, which is important for obtaining equations of general form. In the
non-Abelian setting, we can expect that some parameters may be non-scalar.
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One of results of this paper is the non-Abelian analog of equation (1.7) which is the rational
form of the Calogero–Degasperis equation [18], [19]. It is likely that equation (1.8), also in-
troduced in [18], and equation (1.4) have no non-Abelian counterparts for generic polynomials
𝑅. However, there exist analogs for two degenerate cases of (1.4) corresponding to 𝑅 = 𝑧2 and
𝑅 = 1.
The list of non-Abelian equations and substitutions presented in the next section does not

pretend to be complete; it may well be that analogs of some other scalar equations can be
added to this scheme. All substitutions can be verified by straightforward calculations. A more
demonstrative proof based on the derivation of substitutions from auxiliary linear problems is
given in Section 3.
It should be noted that the above tower of modifications for scalar equations can also be

constructed based on the Bäcklund transformations, as shown by Yamilov [20], [21], see also
[22], [23]. Unfortunately, this method does not work in the non-Abelian setting. However, the
differential substitutions still can be used to generate the Bäcklund transformations; this is
briefly discussed in Section 4.

2. Graph of substitutions

We will construct differential substitutions between the following equations:

𝑢𝑡 = 𝑢𝑥𝑥𝑥 − 3𝑢𝑢𝑥 − 3𝑢𝑥𝑢, KdV

𝑤𝑡 = 𝑤𝑥𝑥𝑥 − 3𝑤2
𝑥, pKdV

𝑓𝑡 = 𝑓𝑥𝑥𝑥 − 3𝑓 2𝑓𝑥 − 3𝑓𝑥𝑓
2 − 6𝛼𝑓𝑥, mKdV1(𝛼)

𝑣𝑡 = 𝑣𝑥𝑥𝑥 + 3[𝑣, 𝑣𝑥𝑥] − 6𝑣𝑣𝑥𝑣 − 3(𝑣𝑥 + 𝑣2)𝑎− 3𝑎(𝑣𝑥 − 𝑣2), mKdV2(𝑎)

𝑦𝑡 = 𝑦𝑥𝑥𝑥 − 3𝑦𝑥𝑥𝑦
−1𝑦𝑥 − 3𝑦𝑥𝑎− 3𝑦𝑎𝑦−1𝑦𝑥, pmKdV(𝑎)

𝑝𝑡 = (𝐷 − ad 𝑝)
(︁
𝑝𝑥𝑥 −

3

2
(𝑝𝑥 + 𝑝2 − 𝑎)𝑝−1(𝑝𝑥 − 𝑝2 + 𝑎) + [𝑝, 𝑝𝑥] − 2𝑝3 − 6𝛽𝑝

)︁
, CD(𝑎, 𝛽)

𝑞𝑡 = 𝑞𝑥𝑥𝑥 −
3

2
𝐷
(︀
(𝑞𝑥 − 𝑐)𝑞−1(𝑞𝑥 + 𝑐)

)︀
, CD0(𝑐)

𝑧𝑡 = 𝑧𝑥𝑥𝑥 −
3

2
(𝑧𝑥𝑥 − 𝑎𝑧 + 𝑧𝑏− 𝑐)𝑧−1

𝑥 (𝑧𝑥𝑥 + 𝑎𝑧 − 𝑧𝑏+ 𝑐) − 3𝑎𝑧𝑥 − 3𝑧𝑥𝑏. SKdV(𝑎, 𝑏, 𝑐)

Here 𝐷 denotes the derivative with respect to 𝑥, field variables 𝑢, . . . , 𝑧 and constants 𝑎, 𝑏, 𝑐
belong to a free associative algebra 𝒜 over C with unit 1, and 𝑢−1 denote the inverse element
for 𝑢. For the sake of clarity, one can assume that 𝒜 is the algebra of matrices of some arbitrary
fixed size. Equations mKdV1(𝛼) and CD(𝑎, 𝛽) also contain scalar constants 𝛼, 𝛽 ∈ C. These
parameters can be set to 0 by the Galilean transform, but we do not do this since they are
involved in the substitutions and related Bäcklund transformations. In what follows, we identify
𝛼 with 𝛼1 ∈ 𝒜, which gives meaning for expressions like 𝑢+ 𝛼.
For each equation, the order of factors in monomials can be reversed by passing to the new

operation of multiplication 𝑎∘ 𝑏 = 𝑏𝑎 on 𝒜. The resulting equation will be called transposed by
analogy with the matrix case. It is natural to regard it as equivalent to the original equation.
The above equations have the property of invariance with respect to the transposition, possibly
up to some additional involutions like the sign change (in pmKdV, we apply 𝑦 → 𝑦−1) or
changing the parameters.

Remark 2.1. In the scalar case, equation CD(𝛼, 𝛽) coincides with (1.7), the rational form
of Calogero–Degasperis equation. Passing to the exponents brings it and CD0(𝛾) to the original
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KdV pKdVoo

mKdV1(𝛼)

OO

pmKdV(𝑎)𝑎=𝛼
oo //

hh

mKdV2(𝑎) mKdV2(0)

SKdV(𝑎, 𝑏, 0) 𝑏=𝛽
//

55

CD(𝑎− 𝛽, 𝛽)

OO

CD0(𝑐)

OO

SKdV(0, 0, 𝑐)

hh

oo

Figure 1. Substitutions chart

form from [18], [19]:

𝑃𝑡 = 𝑃𝑥𝑥𝑥 −
1

2
𝑃 3
𝑥 − 3

2
(𝑒𝑃 + 𝛼𝑒−𝑃 )2𝑃𝑥 − 6𝛽𝑃𝑥, 𝑝 = 𝑒𝑃 ,

𝑄𝑡 = 𝑄𝑥𝑥𝑥 −
1

2
𝑄3

𝑥 −
3𝛾2

2
𝑒−2𝑄𝑄𝑥, 𝑞 = 𝑒𝑄.

The same change transforms the scalar equation pmKdV(𝛼) to the usual polynomial form

𝑌𝑡 = 𝑌𝑥𝑥𝑥 − 2𝑌 3
𝑥 − 6𝛼𝑌𝑥, 𝑦 = 𝑒𝑌 .

Remark 2.2. Comparing the above equations for 𝑄 and 𝑌 , we see that CD0(0) is actually
another non-Abelian analog of pmKdV. This equation was studied in [13]. One more interesting
analog of pmKdV on Jordan algebras was obtained in [24, Eq. (2.4)]. In contrast to CD0(0),
it involves the operator 𝑀−1

𝑞 instead of 𝑞−1, where 𝑀𝑞 is the multiplication operator in the
Jordan algebra. Since any associative algebra 𝒜 turns into a Jordan algebra with respect to the
operation 𝑎 ∘ 𝑏 = 1

2
(𝑎𝑏+ 𝑏𝑎), such equation can be defined on 𝒜 as well, if we allow expressions

involving (𝐿𝑞 +𝑅𝑞)
−1, where 𝐿𝑞 and 𝑅𝑞 are operators of the left and right multiplication in 𝒜.

Remark 2.3. Scalar equation SKdV(𝑎, 𝑏, 𝑐) is actually the degenerate case of Krichever–
Novikov equation (1.4) with 𝑅 = ((𝑎 − 𝑏)𝑧 + 𝑐)2. The case 𝑅 = 0 is the Schwarzian KdV
equation, and we keep this name for the entire family of equations.

The following proposition is the main result of the paper.

Proposition 2.1. The above non-Abelian equations are related by substitutions

pKdV → KdV : 𝑢 = 𝑤𝑥, (2.1)

pmKdV(𝛼) → mKdV1(𝛼) : 𝑓 = 𝑦𝑥𝑦
−1, (2.2)

mKdV1(𝛼) → KdV : 𝑢 = 𝑓𝑥 + 𝑓 2 + 𝛼, (2.3)

pmKdV(𝑎) → KdV : 𝑢 = 𝑦𝑥𝑥𝑦
−1 + 𝑦𝑎𝑦−1, (2.4)

pmKdV(𝑎) → mKdV2(𝑎) : 𝑣 = 𝑦−1𝑦𝑥, (2.5)

SKdV(𝑎, 𝛽, 0) → CD(𝑎− 𝛽, 𝛽) : 𝑝 = 𝑧𝑥𝑧
−1, (2.6)

CD(𝑎− 𝛽, 𝛽) → mKdV2(𝑎) : 𝑣 = −1
2
(𝑝𝑥 + 𝑝2 − 𝑎+ 𝛽)𝑝−1, (2.7)

SKdV(0, 0, 𝑐) → CD0(𝑐) : 𝑞 = 𝑧𝑥, (2.8)

CD0(𝑐) → mKdV2(0) : 𝑣 = −1
2
(𝑞𝑥 − 𝑐)𝑞−1, (2.9)

SKdV(𝑎, 𝑏, 𝑐) → mKdV2(𝑎) : 𝑣 = −1
2
(𝑧𝑥𝑥 − 𝑎𝑧 + 𝑧𝑏− 𝑐)𝑧−1

𝑥 . (2.10)

Schematically, these substitutions are shown in Figure 1. We note that the substitution (2.2)
from pmKdV(𝑎) is valid only for the scalar value of parameter 𝑎 = 𝛼, so the substitution (2.4)
is more general than the composition of (2.2) and (2.3). Similarly, the substitutions (2.6) and
(2.8) from SKdV(𝑎, 𝑏, 𝑐) do not work for arbitrary (𝑎, 𝑏, 𝑐), so the substitution (2.10) is more
general than the compositions of (2.6) and (2.7) or of (2.8) and (2.9).
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It is worth noting that if we consider the complete graph of substitutions for scalar equations
(the sequence (1.8) → · · · → (1.5) from Introduction is a part of this graph) then the KdV
equation (1.5) turns out to be the only vertex without outgoing arrows except for the isolated
Krichever–Novikov equation (1.4). In the scalar setting, we can say that all paths lead to KdV.
This is not the case for non-Abelian equations, since the mKdV2 equation also turns out to be
an end-point vertex.

3. Derivation of substitutions from linear problems

The auxiliary linear equations for the non-Abelian KdV equation look same as in the scalar
case:

𝜓𝑥𝑥 = (𝑢− 𝜆)𝜓, 𝜓𝑡 = 𝑢𝑥𝜓 − (2𝑢+ 4𝜆)𝜓𝑥.

However, this can be generalized by replacing the scalar spectral parameter 𝜆 with a non-
Abelian one:

𝜓𝑥𝑥 = 𝑢𝜓 − 𝜓Λ, 𝜓𝑡 = 𝑢𝑥𝜓 − 2𝑢𝜓𝑥 − 4𝜓𝑥Λ, (3.1)

where 𝜓,Λ ∈ 𝒜. Indeed, here Λ acts on 𝜓 as the operator of right multiplication 𝑅Λ, and the
coefficients 𝑢 and 𝑢𝑥 act as operators of left multiplication 𝐿𝑢 and 𝐿𝑢𝑥 . But, any operators of
left and right multiplication commute: 𝑅𝑎𝐿𝑏 = 𝐿𝑏𝑅𝑎, 𝑎, 𝑏 ∈ 𝒜, therefore 𝑅Λ behaves exactly
like the scalar coefficient 𝜆 when calculating the compatibility condition. It is clear that such a
generalization is possible for any zero curvature representation 𝐴𝑡 = 𝐵𝑥 + [𝐵,𝐴], where entries
of the matrices 𝐴 and 𝐵 are elements of 𝒜 depending on 𝜆 and field variables.
We use (3.1) as the starting point for deriving the substitutions from Proposition 2.1.

PmKdV equation. As in the scalar case, the Miura transform is constructed by a particular
solution 𝜓 = 𝑦 corresponding to a fixed value Λ = 𝑎 ∈ 𝒜:

𝑦𝑥𝑥 = 𝑢𝑦 − 𝑦𝑎, 𝑦𝑡 = 𝑢𝑥𝑦 − 2𝑢𝑦𝑥 − 4𝑦𝑥𝑎. (3.2)

From the first equation we find 𝑢 = 𝑦𝑥𝑥𝑦
−1 + 𝑦𝑎𝑦−1 and the elimination of 𝑢 from the sec-

ond equation yields pmKdV(𝑎). Thus, pmKdV is the equation for the wave function of the
Schrödinger operator, and substitution (2.4) is a rewriting of the original linear equation.

Equations mKdV1 and mKdV2. The next step in the scalar setting is to pass to the loga-
rithmic derivative 𝑓 = 𝑦𝑥/𝑦. With non-commutative variables, this can be done in at least two
ways, leading to different answers.
The substitution 𝑓 = 𝑦𝑥𝑦

−1 works only for 𝑎 = 𝛼 ∈ C. In this case, the first equation (3.2)
gives the Miura transformation 𝑢 = 𝑓𝑥 + 𝑓 2 +𝛼 which is the substitution (2.3), and the second
equation gives

𝑦𝑡 = (𝑢𝑥 − 2𝑢𝑓 − 4𝛼𝑓)𝑦 = 𝐹𝑦, 𝐹 = 𝑓𝑥𝑥 + [𝑓, 𝑓𝑥] − 2𝑓 3 − 6𝛼𝑓. (3.3)

From equations 𝑦𝑥 = 𝑓𝑦, 𝑦𝑡 = 𝐹𝑦 it follows 𝑓𝑡 = (𝐷−ad 𝑓)(𝐹 ), which coincides with mKdV1(𝛼).
If we apply another change 𝑣 = 𝑦−1𝑦𝑥, first equation (3.2) becomes 𝑦−1𝑢𝑦 = 𝑣𝑥 + 𝑣2 + 𝑎. By

replacing 𝑢 in the second equation, we obtain

𝑦𝑡 = 𝑦(𝑦−1𝑢𝑥𝑦 − 2𝑦−1𝑢𝑦𝑣 − 4𝑣𝑎) = 𝑦𝑉, 𝑉 = 𝑣𝑥𝑥 + 2[𝑣, 𝑣𝑥] − 2𝑣3 − 3𝑎𝑣 − 3𝑣𝑎.

Equations 𝑦𝑥 = 𝑦𝑣 and 𝑦𝑡 = 𝑦𝑉 imply 𝑣𝑡 = (𝐷 + ad 𝑣)(𝑉 ), which coincides with mKdV2(𝑎).

Equation SKdV. The next step is to transform equations (3.1) into auxiliary linear problems
for mKdV2 in such a way that the potential 𝑢 is replaced by 𝑣. To do this, it is enough to make
the gauge transformation 𝜓 = 𝑦𝜙 [8]. In other words, we define 𝜙 as the ratio of solutions for
(3.1) and (3.2). A direct calculation leads us to equations

𝜙𝑥𝑥 = 𝑎𝜙− 𝜙Λ − 2𝑣𝜙𝑥, 𝜙𝑡 = 4𝑣(𝑎𝜙− 𝜙Λ) − 2(𝑣𝑥 + 𝑣2 + 𝑎)𝜙𝑥 − 4𝜙𝑥Λ, (3.4)

where 𝜙, 𝑎,Λ ∈ 𝒜. By construction, the compatibility condition for this pair of equations is
equivalent to mKdV2(𝑎). Now we can do what we did before with the pair (3.1): to write an
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equation for a particular solution 𝜙 = 𝑧 corresponding to the value Λ = 𝑏 and for its logarithmic
derivative. So, let 𝑧 satisfy the equations

𝑧𝑥𝑥 = 𝑎𝑧 − 𝑧𝑏− 2𝑣𝑧𝑥, 𝑧𝑡 = 4𝑣(𝑎𝑧 − 𝑧𝑏) − 2(𝑣𝑥 + 𝑣2 + 𝑎)𝑧𝑥 − 4𝑧𝑥𝑏. (3.5)

We find 𝑣 from the first equation and substitute it into the second one. After simple algebra,
this leads to the SKdV(𝑎, 𝑏, 0) equation

𝑧𝑡 = 𝑧𝑥𝑥𝑥 −
3

2
(𝑧𝑥𝑥 − 𝑎𝑧 + 𝑧𝑏)𝑧−1

𝑥 (𝑧𝑥𝑥 + 𝑎𝑧 − 𝑧𝑏) − 3𝑎𝑧𝑥 − 3𝑧𝑥𝑏

and to the substitution −2𝑣 = (𝑧𝑥𝑥 − 𝑎𝑧 + 𝑧𝑏)𝑧−1
𝑥 which relates this equation with mKdV2(𝑎).

In this equation, it is easy to see that the transformation 𝑧 → 𝑧 + 𝑑 leads us only to the
replacement of the term 𝑎𝑧 − 𝑧𝑏 with 𝑎𝑧 − 𝑧𝑏+ 𝑐, where 𝑐 = 𝑎𝑑− 𝑑𝑏. For arbitrary 𝑎, 𝑏, 𝑑 ∈ 𝒜,
the element 𝑐 is arbitrary as well, therefore the equation can be extended to the case of three
parameters SKdV(𝑎, 𝑏, 𝑐). This leads us to substitution (2.10).

Equations CD(𝑎, 𝛽) and CD0(𝑐). Since equation SKdV(0, 0, 𝑐) contains only derivatives of 𝑧,
it admits the substitution 𝑧𝑥 = 𝑝 and we arrive at CD0(𝑐). For equation SKdV(𝑎, 𝑏, 0), we can
use the logarithmic derivative instead, assuming that one of parameters 𝑎 or 𝑏 is scalar. In con-
trast to the pmKdV equation for 𝑦, this equation is invariant with respect to the transposition
and the interchange of parameters, so that both versions 𝑧𝑥𝑧

−1 and 𝑧−1𝑧𝑥 are on equal footing.
For definiteness, let

𝑝 = 𝑧𝑥𝑧
−1, 𝑏 = 𝛽 ∈ C,

then equations (3.5) take the form

𝑝𝑥 + 𝑝2 = 𝑎− 𝛽 − 2𝑣𝑝, 𝑧𝑡𝑧
−1 = 4𝑣(𝑎− 𝛽) − 2(𝑣𝑥 + 𝑣2 + 𝑎+ 2𝛽)𝑝. (3.6)

The first equation is equivalent to the substitution (2.7), and the second equation becomes
𝑧𝑡 = 𝑃𝑧 after eliminating 𝑣, with

𝑃 = 𝑝𝑥𝑥 −
3

2
(𝑝𝑥 + 𝑝2 − 𝑎+ 𝛽)𝑝−1(𝑝𝑥 − 𝑝2 + 𝑎− 𝛽) + [𝑝, 𝑝𝑥] − 2𝑝3 − 6𝛽𝑝.

This yields the equation 𝑝𝑡 = (𝐷 − ad 𝑝)(𝑃 ), which is CD(𝑎− 𝛽, 𝛽).

4. Bäcklund transformations

Recall that the scalar tower of modifications (1.5)–(1.8) can be derived in an alternative way
based on Bäcklund transformations [20, 21]. For the mKdV equation, the 𝑥-part of Bäcklund
transformations is represented by the dressing chain [25]

𝑓𝑛,𝑥 + 𝑓𝑛+1,𝑥 = 𝑓 2
𝑛 − 𝑓 2

𝑛+1 + 𝛼𝑛 − 𝛼𝑛+1 (4.1)

generated by compositions of the Miura map and the change 𝑓 → −𝑓 which leaves the mKdV
equation invariant. Let us introduce a new variable 𝑝𝑛 and rewrite (4.1) as the system

𝑓𝑛 + 𝑓𝑛+1 = 𝑝𝑛, 𝑓𝑛 − 𝑓𝑛+1 =
𝑝𝑛,𝑥 − 𝛼𝑛 + 𝛼𝑛+1

𝑝𝑛
,

then both 𝑓𝑛 and 𝑓𝑛+1 are easily expressed through 𝑝𝑛 and 𝑝𝑛,𝑥. This is the substitution
(1.7)→(1.6), up to the values of parameters, and moreover, we obtain the chain for 𝑝𝑛

(𝑝𝑛𝑝𝑛+1)𝑥 = 𝑝𝑛𝑝𝑛+1(𝑝𝑛 − 𝑝𝑛+1) + (𝛼𝑛 − 𝛼𝑛+1)𝑝𝑛+1 + (𝛼𝑛+1 − 𝛼𝑛+2)𝑝𝑛. (4.2)

The CD equation for 𝑝𝑛 is obtained by applying the found substitutions to the result of dif-
ferentiating the relation 𝑝𝑛 = 𝑓𝑛 + 𝑓𝑛+1 in virtue of the mKdV equations for 𝑓𝑛 and 𝑓𝑛+1.
Moreover, the invariance with respect to the shift 𝑛→ 𝑛+ 1 guarantees that 𝑝𝑛+1 also satisfies
the CD equation, so that the chain (4.2) defines the 𝑥-part of Bäcklund transformations for
this equation.
This trick can be repeated once more by introducing the variable 𝑤𝑛 = 𝑝𝑛𝑝𝑛+1 and this

leads us to the substitution (1.8)→(1.7). Further modification is not possible, since the chain
equation for 𝑤𝑛 does not have some functional structure required for this, see [21].
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What about this procedure in the non-Abelian setting? One can easily see that chain (4.1)
still works, since the form of the Miura map (2.3) is the same as for the scalar counterparts.
Therefore, (4.1) defines the Bäcklund transformations for the non-Abelian mKdV1(𝛼) equation.
However, introducing the variable 𝑝𝑛 = 𝑓𝑛 + 𝑓𝑛+1 now gives nothing for the simple reason that
the difference of non-Abelian squares 𝑓 2

𝑛 − 𝑓 2
𝑛+1 is not factorizable. Unfortunately, this nice

scheme fails already at the first step.
Nevertheless, the chain of Bäcklund transformations for the non-Abelian CD equation can

still be constructed, but for this we have to use the substitution (2.7) from CD to mKdV2 and
the change 𝑝 → −𝑝𝑡 which leaves CD equation invariant. Hence it follows that there are two
different substitutions between the CD(𝑎− 𝛽, 𝛽) and the mKdV2(𝑎) equations:

−2𝑣 = 𝑝−1(−𝑝𝑥 + 𝑝2 − 𝑎+ 𝛽) and − 2𝑣 = (𝑝𝑥 + 𝑝2 − 𝑎+ 𝛽)𝑝−1.

In these substitutions, 𝛽 can be changed, but 𝑎 is fixed, since this parameter is contained in
the target mKdV2(𝑎) equation. This gives rise to a sequence of substitutions

−2𝑣𝑛 = 𝑝−1
𝑛 (−𝑝𝑛,𝑥 + 𝑝2𝑛 − 𝑎+ 𝛽𝑛) = (𝑝𝑛+1,𝑥 + 𝑝2𝑛+1 − 𝑎+ 𝛽𝑛+1)𝑝

−1
𝑛+1,

from which we obtain the chain

(𝑝𝑛𝑝𝑛+1)𝑥 = 𝑝𝑛(𝑝𝑛 − 𝑝𝑛+1)𝑝𝑛+1 − (𝑎− 𝛽𝑛)𝑝𝑛+1 + 𝑝𝑛(𝑎− 𝛽𝑛+1). (4.3)

By construction, it defines the 𝑥-part of Bäcklund transformations between equations
CD(𝑎− 𝛽𝑛, 𝛽𝑛). Of course, this remains true also for scalar variables, but note that the scalar
version of (4.3) differs from (4.2): in one equation the signs of two linear terms coincide, and
in the other they are opposite. This distinction is due to different methods which we used to
construct the chains, and it turns out that one method admits a non-Abelian generalization,
while the other does not.
In conclusion, we remark that Miura maps (2.3) and (2.7) admit non-local generalizations.

Relations like (3.3), which were obtained under assupmtion 𝑎 = 𝛼 ∈ C, can be obtained also
for 𝑎 ∈ 𝒜, at the expense of introducing an additional variable. Let 𝑓 = 𝑦𝑥𝑦

−1, 𝑔 = 𝑦𝑎𝑦−1 then
relations (3.2) imply

𝑢 = 𝑓𝑥 + 𝑓 2 + 𝑔, 𝑦𝑡 = 𝐹𝑦, 𝐹 = 𝑓𝑥𝑥 + [𝑓, 𝑓𝑥] − 2𝑓 3 − 3𝑓𝑔 − 3𝑔𝑓,

and we arrive to the following system for 𝑓 and 𝑔:

𝑓𝑡 = (𝐷 − ad 𝑓)(𝐹 ) = 𝑓𝑥𝑥𝑥 − 3(𝑓 2 + 𝑔)𝑓𝑥 − 3𝑓𝑥(𝑓 2 + 𝑔), 𝑔𝑡 = [𝐹, 𝑔], 𝑔𝑥 = [𝑓, 𝑔].

The variable 𝑔 can be viewed as a nonlocality defined by the latter equation which plays the role
of a constraint. The invariance of all relations with respect to the change (𝑢, 𝑓, 𝑔) → (𝑢𝑡,−𝑓 𝑡, 𝑔𝑡)
implies that there is also another Miura map 𝑢 = −𝑓𝑥 + 𝑓 2 + 𝑔. The composition of these two
substitutions gives rise to the dressing chain

𝑓𝑛,𝑥 + 𝑓𝑛+1,𝑥 = 𝑓 2
𝑛 − 𝑓 2

𝑛+1 + 𝑔𝑛 − 𝑔𝑛−1, 𝑔𝑛,𝑥 = [𝑓𝑛, 𝑔𝑛],

which defines the general Darboux transformations for the non-Abelian Schrödinger operator
[6] and the 𝑥-part of Bäcklund transformations for the above system for 𝑓 and 𝑔.
In a similar way, relations (3.6) obtained under assumption 𝑏 = 𝛽 ∈ C can be generalized for

the case 𝑏 ∈ 𝒜, by introducing the additional variable ℎ = 𝑧𝑏𝑧−1. This leads to the system

𝑝𝑡 = (𝐷 − ad 𝑝)(𝑃 ), ℎ𝑡 = [𝑃, ℎ], ℎ𝑥 = [𝑝, ℎ],

𝑃 = 𝑝𝑥𝑥 −
3

2
(𝑝𝑥 + 𝑝2 − 𝑎+ ℎ)𝑝−1(𝑝𝑥 − 𝑝2 + 𝑎− ℎ) + [𝑝, 𝑝𝑥] − 2𝑝3 − 3𝑝ℎ− 3ℎ𝑝

and to the chain

(𝑝𝑛𝑝𝑛+1)𝑥 = 𝑝𝑛(𝑝𝑛 − 𝑝𝑛+1)𝑝𝑛+1 − (𝑎− ℎ𝑛)𝑝𝑛+1 + 𝑝𝑛(𝑎− ℎ𝑛+1), ℎ𝑛,𝑥 = [𝑝𝑛, ℎ𝑛],

which defines the 𝑥-part of Bäcklund transformations for this system and the Darboux trans-
formations for spectral problem (3.4).
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