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ON FAMILIES OF ISOSPECTRAL
STURM-LIOUVILLE BOUNDARY VALUE PROBLEMS

O.E. MIRZAEV, A.B. KHASANOV

Abstract. The work is devoted to describing all boundary value Sturm-Liouville problems
on a finite segment with the same spectrum. Such problems are called isospectral and
they were studied in works by E.L. Isaacson, H.P. McKean, B.E. Dahlberg, E. Trubowitz,
M. Jodeit, B.M. Levitan, Y.A. Ashrafyan, T.N. Harutyunyan. Nowadays, there are various
methods for solving inverse spectral problems: the method of transformation operator,
that is, Gelfand-Levitan method, the method of spectral mappings, the method of etalon
models and others. V.A. Marchenko showed, that the Sturm-Liouville operator on a
finite segment is determined uniquely by its eigenvalues and a sequence of normalizing
constants, that is, by its spectral function. .M. Gelfand and B.M. Levitan found necessary
and sufficient conditions on recovering boundary value Sturm-Liouville problems by their
spectral functions. This method is based on recovering a potential and boundary conditions
by spectral data by means of a Fredholm integral equation of a second kind with parameters.
While constructing isospectral boundary value Sturm-Liouville problems with a prescribed
spectrum n?, n > 0, we have employed the Gelfand-Levitan method. The main result of the
work is an algorithm for recovering a family of boundary value Sturm-Liouville problems
L = L(q(z),h, H), whose spectra satisfy the condition o(L) = {n?,n > 0}. At that, the
found coefficients ¢ = q(z,7,%2,...), h = h(v1,72,...), H = H(71,72,...) depend on
infinitely many parameters v;, j = 1, co.

Keywords: Sturm-Liouville problem, eigenvalues, normalizing constants, spectral data,
inverse spectral problem, integral equation, isospectral operators.

Mathematics Subject Classification: 34A55, 34K10, 34K29, 47E05, 34B10, 34140

1. INTRODUCTION

Definition 1.1. Sturm-Liouville boundary value problems
Loy = —y" = \y, O<ax<m,
o (11)
y(0)=0, y(m)=0

and
Ly=—y'+qx)y=2y, 0<z<m,

y'(0) = hy(0) =0,  y(m)+ Hy(w) =0,

are called isospectral if they have same eigenvalues, that is, o(L) = o(L°) = {n? n > 0}. Here
q(z) € C[0, 7] is a real continuous function on the segment [0, 7|, h and H are real numbers.

(1.2)

In this work we recover the family of Sturm-Liouville boundary value problems L =
L(q(x), h, H) with boundary conditions (1.2]), whose spectra satisfy the condition o(L) =
{Atico = {n*,n >0}

O.E. MirzAEV, A.B. KHASANOV, ON FAMILIES OF ISOSPECTRAL STURM-LIOUVILLE BOUNDARY VALUE
PROBLEMS.

© Mirzaev O.E., Kuasanov A.B. 2020.

The work was financially supported by a fundamental project OT-F4 -04(05) of the Ministry of Innovative
Developing of the Republic of Uzbekistan.

Submitted October 24, 2019.

28


https://doi.org/10.13108/2020-12-2-28

ON FAMILIES OF ISOSPECTRAL STURM-LIOUVILLE ... 29

2. PRELIMINARIES ON INVERSE SPECTRAL PROBLEM

We consider the following boundary value problem:
L(g(z),h, Hyy = —y" + q(z)y = Ay, (0 < z < ),
y'(0) — hy(0) =0, (2.2)
y'(m) + Hy(m) =0,

where ¢(x) € C[0, 7], A is a spectral parameter.
We denote by ¢(z, \) a solution to equation (2.1)) satisfying initial conditions

®(0,A) =1, ¢'(0,\) = h. (2.4)

It is well-known [3] that a solution ¢(z, \) to problem (2.1]), (2.4) exists, is unique and for
each fixed x € [0, 7], it is an entire function in A\. Moreover, the integral representation

d(x, ) = cos Vx + /K(w, t) cos vV \tdt, (2.5)
K(z,x)=h+ % /q(t)dt. (2.6)

0

holds. It is obvious that for each A the function ¢(x, \) satisfies boundary condition ([2.2)). This
is why the eigenvalues A, n =0,1,2,... of problem (2.1)—(2.3) are the roots of the equation

AN) = ¢ (m,\) + Ho(m, \) =0, (2.7)
where ¢(x,\,) , n=0,1,2,...is the associated eigenfunction. We let
= /ngQ(x7 An)dz. (2.8)
0

The numbers «,, are called normalizing numbers of boundary value problem (2.1)—(2.3)). In
what follows, the set of numbers {\,, a,},— is called spectral data of problem (2.1)—(2.3).

Theorem 2.1. (|3],[9]). Spectral data {\,,an},—, of problem (2.1)-(2.3) satisfies the
identities

_ BN _ T B
Vae=nt—+ 0 an=g+t o {u) (A € b (2.9)
1
c=htH+ /q(t)dt, (2.10)
0
oz, A )—cosnx+M &l S M (2.11)
y‘’\!n) — n7 n| . .

It is well-known that the eigenfunctions associated with different eigenvalues are orthogonal
and for an arbitrary function f(z) € L?*(0,7) one has

[e.e]

f0 =Y+ | [ fooaat | o). (212)

n=

This implies a symbolic identity:

y ol A”ff(””’ M) _ 51— ), (2.13)

n=0
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where §(z) is the Dirac delta function. In particular, as g(x) =0, h = 0, H = 0, we have

. cos nx cos nt
> — 5 =0(t—a), (2.14)
n=0 n
where
m, n=>0
0
_ 2.15

Theorem 2.2. (V.A. Marchenko [1]). The potential q(x) and the coefficients h, H of
boundary value problem (2.1)~(2.3) are determined uniquely by spectral data {\,, o}, -

Lemma 2.1. (|2]). The identity holds:
i P(z, \n) cOS VAt
n=0

0, 0<t<u. (2.16)

Op

Theorem 2.3. (I.M. Gelfand, B.M. Levitan [2]). The kernel K(x,t) of the transformation
operator (2.5)) satisfies the integral equation

K(z,t) + F(x,t) + /K(JE, s)F(s,t)ds =0, 0<t<uz, (2.17)
0
where
— [ 1 1
F(x,t) = Z {— €os \/ Ay €08 \/ At — —5 cos na cos nt}. (2.18)
— | an al

Theorem 2.4. (.M. Gelfand, B.M. Levitan [2],[9]). A sequence of real eigenvalues
{An,an}ory is a spectral data for some boundary value problem (2.1)—(2.3) with a potential
q(x) € L*(0,7) if and only if conditions (2.9) hold true.

Let a sequence {\,, a, }o- satisfy condition ([2.9). We construct a function F(z,t) by formula
(2.18) and consider family of integral equations (2.17) for K (x,t).

Theorem 2.5. ([2]). For each fized x € (0,7), integral equation (2.17)) has a unique solution
K(z,t) = K(t).

Solving equation (2.17), we find K (x,t). Then we define a function ¢(z, A) by formula (2.5)).
Then function ¢(x, \) satisfies the differential equation

— ¢" + q(z)p = Ao, 0<z<m, (2.19)
and initial conditions
where
(2) = 2L K (2, 2) (2.21)
q(z) = o r,T). )

H=c—h- %/q(t)dt. (2.22)
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3. ALGORITHM OF RECOVERING ISOSPECTRAL BOUNDARY VALUE PROBLEMS
1) Let

(g, n>k
Ap—_1, n=k-—1
\p =12, n > 0; ap =194 (3.1)
ay, n=1,
ao, n=>0

where ag, aq,...,a,_1 are given positive numbers.

It is easy to observe that the sequence {\,,a,} -, defined by identities satisfy the
assumptions of theorem This is why there exists a unique boundary value problem
L(q(z),h,H) = L(ag, a1, . . ., aj_1) of form (2.1)—(2.3) with the coefficients

Q(.T) = Q(SU, Qop, Ay, - . ., ak*l) € LQ(O, 7T),

3.2
h = h(ap,a1,...,ax_1),H = H (ag,a1,...,a,_1). (3:2)

In this case the spectrum of the family of boundary value problems L(ag, a1, . .., a;_1) satisfy
the identity o(L(ag,as,...,ax_1)) = {n*,n > 0}. Then we find coefficients (3.2)) of boundary
value problems

Lag,an,. .. 1)y = —y" + q(z, a0, a1, . .. ,ap—1)y = Ay,
y/ <O> —h (a07 ag, .- . 7ak71> Y (0) = 07 y/(ﬂ-) + H(a07 ag,. .. 7ak71)y <7T> =0.
We first define F'(z,t) by formulae (2.18)) and (3.1)):

k—1
F(z,t) = an cos nx cos nt, (3.5)
n=0
where
T
bn:i_i’ao_ 57 7’L>17
oan oy , n = 0.

Then we substitute (3.5)) into integral equation (2.17)) to obtain:

K(x,t) = —F(x,t) /K x,8)F(s,t)d Zb cosnto(z, A,), (3.6)

where
X

¢ (z,\n) = cosnx + /K (x,s) cosnsds. (3.7)
0

In view of formulae ) and ( we find:

k-1
h = h(ag,a,...,a5—1) = —F(0,0) = =) by, (3.8)
n=0
k-1
q(x) = q(z,a0,a1,...,a5-1) = =2 Z bu{cosnzo(z, \,)} . (3.9)

n=0
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Substituting expression (3.6]) into formula (3.7)), we get
k-1 L
¢ (x, \,) = cosnz — prgb (x,\p) /Cosntcosptdt 0<n<k—-1 (3.10)
p=0 0
Differentiating in x, we see that

x

k-1
¢ (x,\p,) = —nsinnz — Z byt (2, Ap) /cos nt cos ptdt
p=0

0 3.11
o (3.11)

- Z bpo(z, Ap) cos px cos nx.

p=0

Finally, letting x = 7 in formulae (3.10) and (3.11)), we first obtain
¢ <7T, )"fl) = (_1)" - bn¢ (7‘-7 >\n> Oé?w
(="

A) = 3.12
Then we get
k-1
QSI (7T, >\n) = _bna2¢/ (7T7 >\n) - (_1)n (_1)pbp¢(7ra )‘p)a
p=0
(_1)n+1 k—1
/ _ p
¢ (m, An) = T+ byl pz_; (=1)"bpp (m, Ap) - (3.13)
Substituting (3.12)) into the right hand side in (3.13), we obtain:
"7, ) = ( E__. 14
Cb (7T, ) 1+ bnao Z 1+ bpao (3 )
n p=0 D
By the second boundary condition in (3.4)) we find:
A
— _ P
H:H(ao,al,...7ak_1>—2m. (315)
p=0 P
2) Let sequences of numbers {\,, o, } -, be defined by relations
1 1 o
/\n: 27 207 — = 0 n) 3.1
n n o " al + i (3.16)
where 7, satisfies the condition
o fyn
< 1
20t 00 (3.17)

and ? is defined by formula (2.15)).
We see easily that the sequence {\,, a,} -, satisfies the assumptions of Theorem . This
is why there exists a unique boundary value problem L(q(x),h, H) = L(70,Y1,---+Yn,---) of

form (2.1)—(2.3) with the coefficients

q(x) =q (T, %, Y1, Vs - ) s h="h0,Y1- Vs ) H=HY0, Y1y Vs -+ )5
(3.18)

whose eigenvalues are equal to n?,n > 0, that is,
O-(L(/y())/}/l)"'v,yn)"')) = {TZQ,TL 2 0} .
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Now we find coefficients (3.18]) of the boundary value problems:

LYo, Y1 -+ s Vs - )Y = =Y + (T, 70,715 - Vs - )Y = Y, 0<x<m,
=0.

v (0) —h (Yo, V1, -+ s Vs - ) ¥(0) = 0,9/ (1) + H (70,715 - - - s Yy - - -)y(70)
In order to do this, we define F(z,t) by formulae (2.18) and (3.16)):

o0

F(z,t) = Z nvj 7 COSTUT COS nt.

This gives:
o0 ’yn
h ) = —F(0,0) = — .
(70771) 7Y ) ( ) :0n+1
Substituting (3.21) into Gelfand-Levitan integral equation (2.17)), we obtain:
K(z,t)=— nz:% n?l— 7 cos nto(z, \y),

where

o(z, \,) = cosnx + /K(w, s) cos nsds.
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(3.23)

(3.24)

It is known that the function ¢(z, A) defined by formula (2.5 satisfies the differential equation

— "+ (2,790,715 Ynr )P = AP
and initial conditions
A0, N) =1,0"(0,\) = h(Yo, Y1y -+ s Vs - - )5
where the coefficient ¢(z, 0,71, .-, Vn, - - .) is determined by the formula

d
4(%,%, 7153 Yo ) = 20 (K, 2))
Substituting expression (3.23)) into (3.24)), we get

T

é(x, \y) = cosnz — Z kf—yilj 1(;5(:5,)\k) /COS kt cos ntdt
k=0

0

Differentiating this identity in x, we obtain:

xT

¢ (z,\p) = —nsinnx — Z I{:T: lgzﬁ’(x, k) /cos kt cos ntdt
k=0

0
00

Vk

kzok—l—l

Substituting = 7 into identities (3.27) and (3.28), we have:

o(x, A\y) cos kx] COS NT.

s = — 0 g = CUT s
1_‘_71’}/-‘:10[2 +nﬂf+ﬂ1a9b k=0

By the second boundary condition in (3.20) we find:

H(’YO/Yl;---,’Yn,...) = _—

k’+1+7k0%'

(3.25)

(3.26)

(3.27)

(3.28)
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Then it follows from (3.23) and (3.26) that

[e.e]

7”
AT, Y0, Y15 oy Yy o) = —2 Z =] [cosnzd(z, \,)],

n=0

where the function ¢(x, \,), n > 0, is defined by formula (3.27)).
Thus, we have constructed a family of Sturm-Liouville boundary value problems, whose
eigenvalues coincide with prescribed numbers A\, = n?, n > 0.

1
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3.
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