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CAPTURE AND HOLDING OF RESONANCE

FAR FROM EQUILIBRIUM

L.A. KALYAKIN

Abstract. Capture into resonance occurs in nonlinear oscillating systems. The study
of mathematical models of this phenomenon is a part of a modern theory of nonlinear
oscillations. The known result in this field were obtained by averaging method in the
asymptotic regime with a small parameter. In this way, an initial stage of the capture into
resonance was studied in details.

The matter of this approach is an asymptotic passage to a model equation of mathemat-
ical pendulum kind. In the present work we consider an asymptotic construction at long
time, which describes a slow evolution of a solution captured into resonance. The main aim
is to determine a time interval, during which the resonance is held. The problem is reduced
to studying a perturbation of a model equation of pendulum type. Our main success is the
description of the time interval, in which the resonance is captured, and the description
is given in terms of the data in the original problem. Formally we consider a nonlinear
oscillating system with a small perturbation. The perturbation is described by an external
pumping with a prescribed slowly changing frequency. For the solutions captured into the
resonance, we consider asymptotics with respect to the small parameter. We write out an
equation, the solution to which allows us to find the time of the capturing into resonance.

Keywords: nonlinear oscillations, perturbation, small parameter, asymptotics, capture in
resonance.
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1. Introduction

1.1. Formulation of problem. The initial object is the system of two differential equation
with a small parameter 0 < 𝜀≪ 1:

𝑑𝐸

𝑑𝑡
= 𝜀𝐹 (𝐸, 𝑆, 𝜓, 𝜀𝑡),

𝑑𝑆

𝑑𝑡
= Λ(𝐸, 𝜀𝑡) + 𝜀𝐺(𝐸, 𝑆, 𝜓, 𝜀𝑡). (1)

Here 𝜓 = 𝜓(𝑡, 𝜀) is a given function with a slowly varying derivative:

𝑑𝜓(𝑡, 𝜀)

𝑑𝑡
= 𝜔(𝜀𝑡) ̸= 0.

It is obvious that 𝜓 can be identified with the independent variable by making an appropriate
change of a fast time 𝑡 and reducing the problem to the case 𝜔 = 1. Equations in form (1)
are more convenient for applications and numerical experiments. For a slow time we use the
notation 𝜃 = 𝜀𝑡.

The data in the problem, the functions 𝐹 , 𝐺, Λ, 𝜔 are supposed to be smooth infinitely
differentiable functions and 2𝜋-periodic in 𝜓. We consider the problem on constructing an
asymptotic expansion as 𝜀→ 0 for solutions 𝐸(𝑡; 𝜀), 𝑆(𝑡; 𝜀), whose leading term in the asymp-
totics is determined by the root 𝐸 = ℰ0(𝜃) of the equation Λ(𝐸, 𝜃) = 0. In what follows, the
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family of such solutions is called resonance solutions and they can be selected by posing a initial
condition for the component 𝐸 in the vicinity of root:

𝐸|𝑡=0 = 𝐸𝑟𝑒𝑠 +
√
𝜀 𝑟0 under the condition Λ(𝐸𝑟𝑒𝑠, 0) = 0.

The set of admissible initial values for the second component 𝑆|𝑡=0 = 𝑠0 and admissible per-
turbations 𝑟0 form a so-called domain of capture into resonance; this will be provided below.

Since the structure of the equations is invariant with respect to the shift of the variables 𝐸,
𝑆, we can assume that 𝐸𝑟𝑒𝑠 = 0. We suppose that at the initial point the relations hold:

Λ(0, 0) = 0, 𝜕𝐸Λ(𝐸, 0)|𝐸=0 ̸= 0. (2)

This condition ensures the existence of a simple root 𝐸 = ℰ0(𝜃) for the functional equation
Λ(𝐸, 𝜃) = 0 in the segment 0 6 𝜃 < 𝜃0, 𝜃0 = const 6 ∞ with the property ℰ0(0) = 0. An issue
being discussed in the present work is about the determining of the time interval 0 6 𝜃 < 𝜃𝑐, in
which this root is the leading term of the asymptotics for the component 𝐸(𝑡; 𝜀) of the solution.

1.2. Survey of close problems. If the functions 𝐹 (𝐸, 𝑆, 𝜓, 𝜃), 𝐺(𝐸, 𝑆, 𝜓, 𝜃) are periodic
in two variables 𝑆, 𝜓, differential equations (1) can be interpreted as a model of a nonlinear
oscillator being under the action of an external perturbation periodic in 𝜓. The variable 𝜃 = 𝜀𝑡
characterizes slow and in general non-periodic deformations of the system. As the perturbation
is absent, that is, as 𝜀 = 0, the quantity 𝐸 = const is constant and it is usually called energy
of action. The function 𝑆(𝑡) is linear in 𝑡 and is interpreted as a phase or angle; Λ(𝐸, 0)
is the oscillation frequency of the unperturbed oscillator. The dependence of this function
on 𝐸 reflects a nonlinearity of the oscillator. Under such interpretation, the smoothness of
the functions 𝐹 , 𝐺 in the variable 𝐸 corresponds to the absence of the equilibrium for the
unperturbed oscillator in the vicinity of the initial condition 𝐸 = 0. An analyse of the solutions
describing the perturbation of the equilibrium differs from the constructions provided below
and is not discussed here [1], [2].

Problems closed to ones considered here were studied a lot. The exhaustive results are known
for weakly non-autonomous systems, as the fast phase 𝜓 is absent. In this case the leading
terms in the asymptotics appropriate up to the time 𝑡 = 𝒪(𝜀−1) are determined by averaged
equations [3], [4]. In particular, a weak deformation of the energy is found by the equation

𝑑𝐸

𝑑𝜃
=

1

2𝜋

∫︁ 2𝜋

0

𝐹 (𝐸, 𝑆, 𝜃) 𝑑𝑆.

At that, an important condition is that the quantity Λ should be non-zero; this quantity is
interpreted as an eigenfrequency of the system. In such problems, the zero frequency is asso-
ciated with the separatrix of the unperturbed oscillator, in the vicinity of which the averaging
method turns out to be not applicable and the structure of the asymptotics becomes much
more complex [5], [6], [7], [8].

If the dependence on 𝜓 is present, we can write out a similar equation, which is obtained by
averaging with respect to two fast phases:

𝑑𝐸

𝑑𝜃
=

1

(2𝜋)2

∫︁ 2𝜋

0

∫︁ 2𝜋

0

𝐹 (𝐸, 𝑆, 𝜓, 𝜃) 𝑑𝑆 𝑑𝜓.

But under condition (2), its solution can have no relation with the leading term in the asymp-
totics of the energy 𝐸(𝑡; 𝜀) at the times 𝑡 = 𝒪(𝜀−1). Problems arise in higher terms in the
asymptotics and are due to the the presence of the resonances. In similar problems one should
keep in mind that behind the averaging procedure, there is a formal constructing of oscillating
higher order terms. Under condition (2) such construction in the class of the functions periodic
in 𝑆, 𝜓 is impossible because of the resonances and the presence of the latter deforms essentially
the structure of the asymptotic solution.
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For a model of oscillator with a given fast varying phase, it is advantageous to reduce the
initial equations to a form, when the quantity Λ(𝐸, 𝜃) is the difference of eigenfrequence and
forcing frequence and 𝑆(𝑡) is the difference of phases. As the frequencies are kept close for
a long time, that is, Λ(𝐸, 𝜃) ≈ 0, this is interpreted as a capture into resonance. On such
solutions the energy changes essentially and this is the aim of many applied problems [9], [10].
In the general case, the function Λ can have a more complex structure with no relations with
𝜔(𝜃). The periodicity of 𝐹 and 𝐺 in 𝑆 is not assumed.

In order to describe the capture into resonance, the scale of slow time 𝜏 =
√
𝜀𝑡 is employed

in asymptotic constructions, cf. [11], [12], [4]. The constructing of the leading term in the

asymptotics of the phase 𝑆 = 𝑆0(𝜏) + 𝒪(𝜀
1
2 ) is reduced to solving pendulum type equations

for 𝑆0(𝜏). In these constructions one finds a change of the energy 𝐸(𝑡; 𝜀) by a quantity of
order 𝒪(

√
𝜀). If the pumping frequency is constant 𝜔 = const, a more essential in order of 𝜀

change of the energy is impossible: the system oscillates with the amplitude 𝒪(
√
𝜀) periodically

approaching the boundary of the resonance. Such phenomenon is interpreted as due to the
nonlinearity. As the energy varies, the eigenfrequency changes, the resonance breaks and the
growth of the energy stops.

However, if a given external frequency 𝜔 varies slowly in time, sometimes the resonance is
kept at large time interval 0 < 𝑡 6 𝒪(𝜀−1) [13]. At that, the energy changes by a quantity of
order one, 𝒪(1). Such situation is interpreted as an automatic tuning of the system for the
external action, which called autoresonance or self-phasing, under which the eigenfrequence
varies according the varying of the external frequency [9], [10], [1]. If the external frequency
varies in the scale 𝜃 = 𝜀𝑡, then the leading term of the asymptotics 𝐸 ≈ ℰ0(𝜃) is found by the
equation Λ(𝐸, 𝜃) = 0 corresponding to the condition of the capture into resonance [14]. This
can make an impression that the resonance is captured on the entire segment 0 < 𝜃 < 𝜃0, in
which the root ℰ0(𝜃) is defined independently on the perturbations 𝐹 , 𝐺. Nevertheless, such
long capturing of the resonance is not always possible. The validity of resonance condition (2)

at the initial moment and the presence of the resonance at times 𝒪(𝜀−
1
2 ) does not ensure its

capture up to the time 𝜀−1 ·𝜃0. The capture of the resonance depends on the initial perturbation
and the structure of the functions 𝐹 (𝐸, 𝑆, 𝜓, 𝜃), 𝐺(𝐸, 𝑆, 𝜓, 𝜃) [15], [1]. The main issue discussed
in the present work is to find a time interval 0 < 𝜃 < 𝜃𝑐, in which the resonance is captured
with description of the energy as the asymptotics 𝐸 = ℰ0(𝜃) + 𝒪(

√
𝜀), 𝜀→ 0.

We should observe that the initial conditions can be written as

𝑑𝐸

𝑑𝑡
= 𝜀𝐹 (𝐸, 𝑆, 𝜓, 𝐼),

𝑑𝑆

𝑑𝑡
= Λ(𝐸, 𝐼) + 𝜀𝐺(𝐸, 𝑆, 𝜓, 𝐼),

𝑑𝐼

𝑑𝑡
= 𝜀,

𝑑𝜓

𝑑𝑡
= 𝜔(𝐼)

subject to the initial condition 𝐼|𝑡=0 = 0. They can be considered as a particular case of a
two-frequency system. Such problems for general two-frequency system under the absence of
a slow time were studied via the approximation by leading terms [16], [17]. The justification
of the asymptotics was also given in these works. In the present work, we suggests a rather
simple construction of complete asymptotic solution for system (1) in a resonance zone based
on the ideas of multi-scaled expansion. The main result is an equation, whose solution allows
us to find the time of capturing the resonance.

1.3. Results. In the asymptotic construction we employ two slow times 𝜏 =
√
𝜀 𝑡 and 𝜃 = 𝜀 𝑡.

The leading terms of the asymptotics are constructed as

𝐸 = ℰ0(𝜃) +
√
𝜀 𝑟(𝜏, 𝜃; 𝜀) ℰ1(𝜃) + 𝒪(𝜀), 𝑆 = 𝑠(𝜏, 𝜃; 𝜀) + 𝒪(

√
𝜀), 𝜀→ 0 (3)

with the coefficient

ℰ1(𝜃) =
1

𝜕𝐸Λ(ℰ0(𝜃), 𝜃)
.
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At the scale 𝜏 , the problem is reduced to a model system of pendulum type, which is obtained
by averaging in 𝜓:

𝑑𝑟

𝑑𝜏
= 𝑓0(𝑠, 𝜃),

𝑑𝑠

𝑑𝜏
= 𝑟, (𝜃 =

√
𝜀𝜏). (4)

Here
𝑓0(𝑠, 𝜃) = ⟨𝐹 (𝐸, 𝑠, 𝜓, 𝜃)⟩ 𝜕𝐸Λ(𝐸, 𝜃) + 𝜕𝜃Λ(𝐸, 𝜃)|𝐸=ℰ0(𝜃);

by small angle brackets ⟨·⟩ we denote the mean of periodic functions in the variable 𝜓:

⟨𝑓(𝜓)⟩ =
1

2𝜋

∫︁ 2𝜋

0

𝑓(𝜓) 𝑑𝜓.

If we consider 𝜃 as a frozen parameter, equations (4) can be integrated. Their solutions give

asymptotics (3) at the stage of capture into resonance, that is, at time 𝑡 = 𝒪(𝜀−
1
2 ). The variable

𝜃 in the form 𝜃 =
√
𝜀 𝜏 is employed for describing the asymptotics at long time 𝑡 = 𝒪(𝜀−1).

At that, one we have to analyze the problem on perturbation of system (4) and to take into
consideration the correctors of order 𝒪(

√
𝜀).

A necessary for capturing resonance is the presence of an oscillation domain 𝐷𝑜𝑠(𝜃) in the
phase plane (𝑟, 𝑠); this domain is formed by closed phase trajectories of frozen system (4), [17].
This domain defines the set1 of initial data (𝑟0, 𝑠0) ∈ 𝐷0 = 𝐷𝑜𝑠(0) ensuring the capture into
resonance. The sufficient condition for the existence of oscillation domain is

Capture condition. As 0 6 𝜃 < 𝜃0, frozen system (4) possesses a separatrix loop with one
stable equilibrium inside. Then the oscillation domain 𝐷𝑜𝑠(𝜃) is the interior of the loop.

The asymptotics of resonance solutions (3) is described by means of periodic in 𝜏 functions
𝑟(𝜏, 𝜃; 𝜀), 𝑠(𝜏, 𝜃; 𝜀), whose parameters slowly deform in the scale 𝜃. The moment of leaving the
resonance is identified with the moment as the corresponding trajectory reachs the boundary of
oscillation domain 𝜕𝐷𝑜𝑠(𝜃). It is convenient to formulate the conditions of capturing resonance
as the inequality for the area Π(𝜃) enveloped by the trajectory and the area Π𝑜𝑠(𝜃) of the
domain 𝐷𝑜𝑠(𝜃). The described approach is not new and is known for a long time. The main
result of the present work is an equation for the evolution of the area Π(𝜃) on the base of an
explicit presentation for the perturbation in the pendulum system. The general structure of the
perturbation was pointed out in [16], [17]. The calculations given below allow us to write out
the perturbation explicitly in terms of initial data and to proceed to the equation for the area
in form (22). This equation can be a subject for further analysis and numerical experiments.

As an example, we provide a result for a particular case, when the equation for the area is
simplified and we get a known statement [16].

Theorem 1. Suppose that the perturbation in original system (1) is Hamiltonian after av-
eraging 𝜓: ⟨𝜕𝐸𝐹 + 𝜕𝑆𝐺⟩ = 0, and the function Λ(𝐸, 𝜃) = Ω(𝐸) − 𝜔(𝜃) is the differene of
the frequencies. Then a slow evolution of the area under the perturbed trajectory possesses the
property

Π(𝜃)/Ω′(ℰ0(𝜃)) = const + 𝒪(
√
𝜀), 𝜀→ 0. (5)

The difference of formula (5) from corresponding relation in [16] is in the factor 1/Ω′(ℰ0(𝜃)).
This difference is not principle and is explained by another choice of the variable 𝑟 in asymptotic
construction in deriving the pendulum system.

Corollary 1. Let the assumptions of Theorem 1 and capture condition hold. Then the res-
onance is captured at time until the inequalities

Ω′(ℰ0(𝜃))
Ω′(0)

<
Π𝑜𝑠(𝜃)

Π(0)
, 𝜃 < 𝜃0

1capture domain
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are satisfied.
We note that the time of capturing resonance depends on the initial point of the trajectory

𝑟0, 𝑠0 by means of the initial value of the area Π(0). It can be significantly smaller than the
limiting value 𝜃0.

2. Asymptotic construction

The base of the asymptotic construction is the passage from the unknown function 𝐸(𝑡; 𝜀)
to a new variable 𝑅(𝜏 ; 𝜀), 𝜏 =

√
𝜀𝑡 by using the equation

Λ(𝐸, 𝜃) =
√
𝜀𝑅, 𝜃 =

√
𝜀𝜏.

Thanks to resonance condition (2), this equation possesses a smooth root 𝐸 = ℰ(
√
𝜀𝑅, 𝜃) for all

sufficiently small values of
√
𝜀𝑅 and 𝜃. We can write out the Taylor expansion of this function

uniform in 𝜃:

ℰ(
√
𝜀𝑅, 𝜃) = ℰ0(𝜃) +

√
𝜀𝑅 ℰ1(𝜃) + 𝒪(𝜀𝑅2), 𝜀𝑅2 → 0, 0 < 𝜃 < 𝜃0. (6)

The coefficients are expressed in terms of the derivatives, for instance,

ℰ1(𝜃) =
1

𝜕𝐸Λ(𝐸, 𝜃)
≡ − 1

𝜕𝜃Λ(𝐸, 𝜃)
as 𝐸 = ℰ0(𝜃).

We can treat formula (6) as an asymptotics as 𝜀 → 0 uniform in 𝑅 on each compact set. In
fact, this is an ansätz for the energy, in which we need to find a bounded function 𝑅(𝜏 ; 𝜀).

The equations for new variables 𝑅(𝜏 ; 𝜀), 𝑆(𝜏 ; 𝜀) are of the the form

𝑑𝑅

𝑑𝜏
= ℱ(𝐸, 𝑆, 𝜓, 𝜃),

𝑑𝑆

𝑑𝜏
= 𝑅 +

√
𝜀𝐺(𝐸, 𝑆, 𝜓, 𝜃) as 𝐸 = ℰ(

√
𝜀𝑅, 𝜃)). (7)

The right hands sides are compositions of functions of (𝑅, 𝑆, 𝜏) expressed in terms of the initial
data, in particular,

ℱ(𝐸, 𝑆, 𝜓, 𝜃) = 𝜕𝐸Λ(𝐸, 𝜃)𝐹 (𝐸, 𝑆, 𝜓, 𝜃) + 𝜕𝜃Λ(𝐸, 𝜃),
𝑑𝜓

𝑑𝜏
=

1√
𝜀
𝜔(𝜃), 𝜃 =

√
𝜀𝜏. (8)

Equations (7) involve no explicit dependence on an intermediate variable 𝜏 , they depend only
on a slow time 𝜃 =

√
𝜀𝜏 . The right hand sides depend periodically on a given fast phase 𝜓. It

is convenient to extract explicitly the dependence of this variable in asymptotic constructions.
At that, in the asymptotic solution we can separate the mean value of the sought functions
from oscillating parts with zero mean.

We take ansätz as

𝑅(𝜏, 𝜀) = 𝑟(𝜏, 𝜃; 𝜀) +
√
𝜀ℛ(𝑟, 𝑠, 𝜓, 𝜃, 𝜀), 𝑆(𝜏, 𝜀) = 𝑠(𝜏, 𝜃; 𝜀) +

√
𝜀𝒮(𝑟, 𝑠, 𝜓, 𝜃, 𝜀)

supposing the zero mean: ⟨ℛ⟩ = 0, ⟨𝒮⟩ = 0. This ansätz contains three time scale: a fast scale
is defined by the variable 𝜓, a slow scale is described by 𝜃 and an intermediate scale corresponds
to 𝜏 . We observe that the dependence on 𝜏 in the oscillating parts is involved only by help of
mean values 𝑟, 𝑠. Under such approach we can separate the problem on determining oscillating
parts ℛ, 𝒮 from the problem on finding the mean values 𝑟, 𝑠. These ideas are contained in the
known averaging method [3]. Equations for means can be obtained by averaging in 𝜓:[︁ 𝜕

𝜕𝜏
+
√
𝜀
𝜕

𝜕𝜃

]︁
𝑟 = ⟨ℱ(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩,[︁ 𝜕

𝜕𝜏
+
√
𝜀
𝜕

𝜕𝜃

]︁
𝑠 = 𝑟 +

√
𝜀⟨𝐺(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩, 𝐸 = ℰ(

√
𝜀𝑟 + 𝜀ℛ, 𝜃).

(9)
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These equations contain oscillating parts ℛ, 𝒮 of the sought functions. The equations for these
parts are written by taking into considerations the averaged ones:

𝜔(𝜃)
𝜕ℛ
𝜕𝜓

+
√
𝜀
𝜕ℛ
𝜕𝜃

= ℱ(𝐸, 𝑠+
√
𝜀𝒮, 𝜓, 𝜃) − ⟨ℱ(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩

−
√
𝜀𝜕𝑟ℛ⟨ℱ(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩ −

√
𝜀𝜕𝑠ℛ [𝑟 +

√
𝜀⟨𝐺(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩],

𝜔(𝜃)
𝜕𝒮
𝜕𝜓

+
√
𝜀
𝜕𝒮
𝜕𝜃

= ℛ +
√
𝜀 [𝐺(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃) − ⟨𝐺(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩] −

√
𝜀𝜕𝑟𝒮 ⟨ℱ(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩ −

√
𝜀𝜕𝑠𝒮 [𝑟 +

√
𝜀⟨𝐺(𝐸, 𝑠+

√
𝜀𝒮, 𝜓, 𝜃)⟩].

We note that in the latter relations the means 𝑟, 𝑠 are regarded as parameters, in which the
dependence of 𝜏 is taken into consideration in accordance with the averaging construction. This
allows us to separate the equations in asymptotic constructions.

The ansätz for oscillating parts of solutions is taken as the asymptotic series

ℛ(𝑡; 𝜀) = ℛ0(𝑠, 𝜓, 𝜃) +
∞∑︁
𝑘=1

𝜀
𝑘
2ℛ𝑘(𝑟, 𝑠, 𝜓, 𝜃),

𝒮(𝑡; 𝜀) = 𝒮0(𝑠, 𝜓, 𝜃) +
∞∑︁
𝑘=1

𝜀
𝑘
2𝒮𝑘(𝑟, 𝑠, 𝜓, 𝜃).

(10)

The coefficients in (10) are determined uniquely in the class of functions with zero mean. For
instance, at the first step we obtain equations implying the absence of the parameter 𝑟 in the
leading term of the oscillating part of the solution:

𝜔(𝜃)
𝜕ℛ0

𝜕𝜓
= ℱ0(𝑠, 𝜓, 𝜃) − 𝑓0(𝑠, 𝜃), 𝜔(𝜃)

𝜕𝒮0

𝜕𝜓
= ℛ0. (11)

Here ℱ0 = ℱ(ℰ0(𝜃), 𝑠, 𝜓, 𝜃), 𝑓0 = ⟨ℱ0⟩. The sought functions ℛ𝑘, 𝒮𝑘, 𝑘 > 0, are written in
terms of the integrals with respect to 𝜓. They are determined by the recurrent formulae in the
class of functions with zero mean.

3. Averaged equations

By structure of averaged equations (9) one can see easily that by constructing of oscillating
part of the asymptotics in first 𝑛 terms one ensures the determining of means of order up to
𝜀

𝑛+1
2 in the scale 𝜏 . For instance, the averaged equations with the first correctors taken into

consideration are of the form
𝑑𝑟

𝑑𝜏
= 𝑓0(𝑠, 𝜃) +

√
𝜀𝑓(𝑟, 𝑠, 𝜃) + 𝒪(𝜀),

𝑑𝑠

𝑑𝜏
= 𝑟 +

√
𝜀𝑔(𝑠, 𝜃) + 𝒪(𝜀), 𝜃 =

√
𝜀 𝜏. (12)

The right hand sides are given by the formulae

𝑓0(𝑠, 𝜃) = 𝜕𝐸Λ(𝐸, 𝜃)⟨𝐹 (𝐸, 𝑠, 𝜓, 𝜃)⟩ + 𝜕𝜃Λ(𝐸, 𝜃)|𝐸=ℰ0(𝜃); (13)

𝑓 = ⟨ℱ1(𝑟, 𝑠, 𝜓, 𝜃)⟩, 𝑔 = ⟨𝐺(ℰ0(𝜃), 𝑠, 𝜓, 𝜃)⟩,
ℱ1(𝑟, 𝑠, 𝜓, 𝜃) = 𝑟 ℰ1(𝜃) 𝜕𝐸ℱ(ℰ0(𝜃), 𝑠, 𝜓, 𝜃) + 𝒮0(𝑠, 𝜓, 𝜃)𝜕𝑠ℱ(ℰ0(𝜃), 𝑠, 𝜓, 𝜃).

(14)

For the leading terms of the asymptotics, as 𝜀 = 0, we obtain pendulum kind equations (4).
If the slow time 𝜃 is regarded as a frozen parameter, then equations (4) can be integrated.
Their solution gives the leading terms of the asymptotics for the means 𝑟 = 𝑟0(𝜏, 𝜃) + 𝒪(

√
𝜀),

𝑠 = 𝑠0(𝜏, 𝜃) +𝒪(
√
𝜀) valid at the time 0 < 𝜏 6 𝒪(1). If we unfreeze the parameter 𝜃 by letting

𝜃 =
√
𝜀𝜏 , the constructed functions 𝑟0(𝜏, 𝜃), 𝑠0(𝜏, 𝜃) satisfy equations (4) up to 𝒪(

√
𝜀). This

error is kept for each smooth dependence on 𝜃. In order to obtain an approximation valid up to
a time 0 < 𝜏 6 𝒪(𝜀−1/2), we need to find an appropriate dependence on 𝜃. The ways of solving
such problems are well-known in the case when the frozen solution oscillates [4]. At that, in the
perturbed equations, one has to take into consideration the correctors of order 𝒪(

√
𝜀) given in
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(14). We note that (14) involves the function 𝒮0(𝑠, 𝜓, 𝜃), which is one of the components of the
oscillating part. This term can be transformed by calculating the perturbation function 𝑓 .

Lemma 1. The relation holds:

𝑓(𝑟, 𝑠, 𝜃) = 𝑟
1

𝜕𝐸Λ(𝐸, 𝜃)
𝜕𝐸

[︁
⟨𝐹 (𝐸, 𝑠, 𝜓, 𝜃)⟩ 𝜕𝐸Λ(𝐸, 𝜃) + 𝜕𝜃Λ(𝐸, 𝜃)

]︁
𝐸=ℰ0(𝜃)

− 1

2
𝜕𝑠⟨ℛ2

0(𝑠, 𝜓, 𝜃)⟩.

(15)

Proof. The first term in (15) is obtained by (14) once we take into consideration (8) and
ℰ1 = 1/𝜕𝐸Ω(ℰ0(𝜃), 𝜃).

The second term in (15) is implied (14) thanks to equations (11). In order to see that, we
differentiate in 𝑠 the first identity in (11):

𝜕𝑠ℱ(ℰ0(𝜃), 𝑠, 𝜓, 𝜃) = 𝜔(𝜃)𝜕𝜓𝜕𝑠ℛ0 + 𝜕𝑠𝑓0(𝑠, 𝜃).

Since the mean in 𝜓 of the oscillating part ⟨𝒮0(𝑠, 𝜓, 𝜃)⟩ = 0 is zero, in averaging of the latter
identity we get:

⟨𝒮0(𝑠, 𝜓, 𝜃)𝜕𝑠ℱ(ℰ0(𝜃), 𝑠, 𝜓, 𝜃)⟩ = 𝜔(𝜃)⟨𝒮0(𝑠, 𝜓, 𝜃)𝜕𝜓𝜕𝑠ℛ0⟩.
We recall that angle brackets stand for the integral with respect to 𝜓 over the period. Integrating
by parts in the integral and employing the second identity in (11), we obtain:

⟨𝒮0𝜕𝑆ℱ⟩ = −𝜔(𝜃)⟨𝜕𝜓𝒮0 𝜕𝑠ℛ0⟩ = −⟨ℛ0𝜕𝑠ℛ0⟩ = −1

2
𝜕𝑠⟨ℛ2

0⟩.

This leads us to relation (15).

4. Perturbation of pendulum kind system

We consider a model system of two equations perturbed by small terms:

𝑑𝑟

𝑑𝜏
= 𝑓0(𝑠, 𝜃) +

√
𝜀𝑓(𝑟, 𝑠, 𝜃) 0 < 𝜀≪ 1,

𝑑𝑠

𝑑𝜏
= 𝑟 +

√
𝜀𝑔(𝑟, 𝑠, 𝜃), 𝜃 =

√
𝜀𝜏. (16)

A smooth function 𝑓0(𝑠, 𝜃) is assumed to be 2𝜋-periodic in 𝑠. Its mean value 𝑓0(𝜃) = ⟨𝑓0(𝑠, 𝜃)⟩,
not necessary being zero, is a smooth function in 𝜃. The construction of the asymptotics for
the solution as 𝜀 → 0 on the large time interval 0 < 𝜏 6 𝒪(𝜀−

1
2 ) is based on the results for a

frozen unperturbed system (4):

𝑑𝑟

𝑑𝜏
= 𝑓0(𝑠, 𝜃),

𝑑𝑠

𝑑𝜏
= 𝑟,

in which 𝜃 is regarded as a parameter. Such problems were studied long time ago for general
systems [4]. The main idea is to reduce the equation to the variables action-angle followed by
the averaging. To have a complete presentation, we provide the details of a known approach
for particular system (16).

The frozen system possesses a first integral. In order to write it out, it is convenient to
introduce a potential 𝑢(𝑠, 𝜃) by the integral

𝑢(𝑠, 𝜃) = −
∫︁ 𝑠

𝑓0(𝑠, 𝜃) 𝑑𝑠 = −𝑠 · 𝑓0(𝜃) + 𝑢̃(𝑠, 𝜃)

fixing the integration constant, for instance, by the zero mean of the oscillating part 𝑢̃(𝑠, 𝜃).

The potential involves a non-periodic term of form 𝑠 · 𝑓0(𝜃). The first integral representing the
Hamiltonian of the system is written as

1

2
𝑟2 + 𝑢(𝑠, 𝜃) = ℎ.
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Asymptotic constructions for the solution to the perturbed system are introduced in the
domain of the phase plane (𝑟, 𝑠) ∈ 𝐷𝑜𝑠 ⊆ R2 filled by the closed trajectories of the frozen
system1. In the general case this domain 𝐷𝑜𝑠(𝜃) depends on the parameter 𝜃 and this cor-
responds to its slow deformation in time. Closed frozen trajectories are associated with the
values ℎ in some segment 𝐻0(𝜃) < ℎ < 𝐻1(𝜃), whose end-points generally speaking depend on
𝜃. The corresponding solutions to the frozen system, two periodic functions 𝑟0(𝜏 + 𝜏0, ℎ, 𝜃),
𝑠0(𝜏 + 𝜏0, ℎ, 𝜃) depend on two integration constants 𝜏0, ℎ and on the parameters 𝜃. The period
𝑇 (ℎ, 𝜃) and the frequency 𝜈(ℎ, 𝜃) = 2𝜋/𝑇 of the solutions also depend on the parameters ℎ, 𝜃
and are calculated via the integral over the trajectory. For further purposes it is convenient to
introduce 2𝜋–periodic functions by the formulae

𝜌(𝜙, ℎ, 𝜃) = 𝑟0

(︁𝜙
𝜈
, ℎ, 𝜃

)︁
, 𝜎(𝜙, ℎ, 𝜃) = 𝑠0

(︁𝜙
𝜈
, ℎ, 𝜃

)︁
.

The introduced functions satisfy the equations

𝜈
𝜕𝜌

𝜕𝜙
= −𝜕𝜎𝑢(𝜎, 𝜃), 𝜈

𝜕𝜎

𝜕𝜙
= 𝜌.

We differentiate the energy identity 𝜌2 + 2𝑢(𝜎, 𝜃) = 2ℎ in ℎ and 𝜃 and in view of the equations
this gives two relations, which can be written in terms of the determinants

𝜈

⃒⃒⃒⃒
𝜕𝜙𝜌 𝜕ℎ𝜌
𝜕𝜙𝜎 𝜕ℎ𝜎

⃒⃒⃒⃒
= −1, 𝜈

⃒⃒⃒⃒
𝜕𝜙𝜌 𝜕𝜃𝜌
𝜕𝜙𝜎 𝜕𝜃𝜎

⃒⃒⃒⃒
= 𝜕𝜃𝑢(𝜎, 𝜃). (17)

A constructed in this way pair of functions is employed in a change of variables in the
perturbed equations

𝑟(𝜏 ; 𝜀) = 𝜌(𝜙, ℎ, 𝜃), 𝑠(𝜏 ; 𝜀) = 𝜎(𝜙, ℎ, 𝜃), 𝜃 =
√
𝜀𝜏.

New unknown functions are ℎ(𝜏 ; 𝜀), 𝜙(𝜏 ; 𝜀). In the unperturbed equations such change de-
scribes the passage to the variable of action-angle type. The perturbed equations for 𝑟, 𝑠 are
transformed to equations for ℎ, 𝜙. In fact, such approach corresponds to the variations of
constants:

𝑑ℎ

𝑑𝜏
=

√
𝜀

(︂
𝜕𝜃𝑢(𝜎, 𝜃) − 𝜈

⃒⃒⃒⃒
𝜕𝜙𝜌 𝑓
𝜕𝜙𝜎 𝑔

⃒⃒⃒⃒)︂
,

𝑑𝜙

𝑑𝜏
= 𝜈 +

√
𝜀 𝜈

(︂⃒⃒⃒⃒
𝜕𝜃𝜌 𝜕ℎ𝜌
𝜕𝜃𝜎 𝜕ℎ𝜎

⃒⃒⃒⃒
−
⃒⃒⃒⃒
𝑓 𝜕ℎ𝜌
𝑔 𝜕ℎ𝜎

⃒⃒⃒⃒)︂
. (18)

Here 𝜌(𝜙, ℎ, 𝜃), 𝜎(𝜙, ℎ, 𝜃), 𝜈(ℎ, 𝜃) are known functions of the variables 𝜙, ℎ and 𝜃 =
√
𝜀𝜏 .

The obtained equations are similar to original system (1) with the only difference that here
the frequency 𝜈(ℎ, 𝜃) does not vanish. In this case the asymptotic construction for the solution
ℎ, 𝜙 as 𝜀→ 0 is well-known [4]. The leading term of the asymptotics valid for large time

ℎ(𝜏 ; 𝜀) = ℎ0(𝜃) + 𝒪(
√
𝜀), 𝜀→ 0, 𝜃 =

√
𝜀𝜏, 0 < 𝜏 6 𝒪(𝜀−

1
2 )

is determined by the averaged equation

𝑑ℎ0
𝑑𝜃

= 𝑍(ℎ0, 𝜃). (19)

The right hand side is given by the expression

𝑍(ℎ, 𝜃) = 𝜈
⟨
𝑓(𝜌, 𝜎, 𝜃)𝜕𝜙𝜎 − 𝑔(𝜌, 𝜎, 𝜃)𝜕𝜙𝜌

⟩
+
⟨
𝜕𝜃𝑢(𝜎, 𝜃)

⟩
, 𝜌, 𝜎(𝜙, ℎ, 𝜃), (20)

where the averaging is taken with respect to the phase 𝜙 fast in the intermediate scale 𝜏 .
The asymptotics for the fast variable 𝜙 = 𝜙(𝜏 ; 𝜀) can be obtained by integrating the second

equation in (18).
Such construction gives an asymptotic for solution 𝑟(𝜏 ; 𝜀), 𝑠(𝜏 ; 𝜀) in terms of periodic func-

tions (solutions to the frozen system), whose parameters slowly deform in the scale 𝜃. The

1if such domain exists.
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time interval, where this asymptotics is valid is limited by the values of 𝜃𝑐, for which the ap-
proximate unfrozen trajectory approaches the boundary of the oscillation domain 𝜕𝐷𝑜𝑠(𝜃). If
the boundary is a separatrix loop, then as a trajectory approaches the boundary, the frequency
𝜈(ℎ, 𝜃) tends to zero and the approximation for ℎ obtained by the averaging method become
invalid for time close to 𝜃𝑐, [5].

5. Double averaging

The leading term of the asymptotics for solutions to the original problem valid for the time
up to 𝑡 = 𝒪(𝜀−1) is determined by averaged equations (12). These equations are perturbation
of pendulum type equations. The asymptotics is written in terms of the solution 𝜌(𝜙, ℎ, 𝜃),
𝜎(𝜙, ℎ, 𝜃) to the frozen system rescaled to the period 2𝜋. In order to such asymptotics

𝑟(𝜏, 𝜃; 𝜀) = 𝜌(𝜙, ℎ, 𝜃) + 𝒪(
√
𝜀), 𝑠(𝜏, 𝜃; 𝜀) = 𝜎(𝜙, ℎ, 𝜃) + 𝒪(

√
𝜀)

be valid up to long time 𝜏 = 𝒪(𝜀−
1
2 ), we need to find a slow deformation of the parameter

ℎ = ℎ0(𝜃) + 𝒪(
√
𝜀). The presence of ℎ0(𝜃) ensures the validity of the approximation by the

solution to the pendulum system periodic in 𝜙 in the interval 0 6 𝜃 < 𝜃𝑐 until the frozen
trajectory is located inside the oscillation domain. The asymptotics for the phase 𝜙 = 𝜙(𝜏, 𝜀),
𝜀 → 0, is found by the second equation in (18). The leading term ℎ0(𝜃) ensures the error of

order constant for the phase at long time 𝜏 = 𝒪(𝜀−
1
2 ). To specify the asymptotics for 𝜙, one

has to calculate the correctors of order 𝒪(
√
𝜀) for the parameter ℎ; this is a usual situation

while perturbing nonlinear oscillating systems. To find the bound 𝜃𝑐 and to estimate the error
in ansätz (3) such specification of the phase is not needed.

In the considered case the perturbed system of pendulum type with the first corrected taken
into consideration is of form (16). Perturbations functions 𝑓 , 𝑔 are determined by formulae
(13), (14) involving the averaging in the fast phase 𝜓. Calculation of the deformation of ℎ0(𝜃)
is reduced to resolving equations (19), in which the right hand side (20) involves the averaging
in 𝜙 in the intermediate scale 𝜏 . This is how a double averaging arises.

Lemma 2. The right hand side of averaged equation (19) is expressed in terms of the original
data by means of the averaging integrals in 𝜓, 𝜙 as

𝑍(ℎ, 𝜃) = 𝜕𝜃

⟨
𝑢(𝜎, 𝜃)

⟩
+
⟨
𝜌2⟨𝜕𝐸𝐹 (𝐸, 𝜎, 𝜓, 𝜃) + 𝜕𝜎𝐺(𝐸, 𝜎, 𝜓, 𝜃)⟩

⟩
+
⟨
𝜌2
⟩
𝜕𝐸

𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

⃒⃒⃒
𝐸=ℰ0(𝜃)

.

(21)
Here 𝜌(𝜙, ℎ, 𝜃), 𝜎(𝜙, ℎ, 𝜃) are periodic solutions to a frozen system of pendulum type with the
potential 𝑢(𝜎, 𝜃) =

∫︀
𝑓0(𝜎, 𝜃) 𝑑𝜎.

Proof. Let us calculate the mean value integrals involved in the right hand side of equation
(19). The function 𝑓 defined in (14) is of the form

𝑓(𝜌, 𝜎, 𝜃) = 𝜌
1

𝜕𝐸Λ(ℰ0(𝜃), 𝜃)
𝜕𝐸

[︁
⟨𝐹 (𝐸, 𝜎, 𝜓, 𝜃)⟩ 𝜕𝐸Λ(𝐸, 𝜃) + 𝜕𝜃Λ(𝐸, 𝜃)

]︁
𝐸=ℰ0(𝜃)

− 1

2
𝜕𝜎⟨ℛ2

0(𝜎, 𝜓, 𝜃)⟩.

The latter term in calculating the mean
⟨
𝑓 𝜕𝜙𝜎

⟩
vanishes:⟨

𝜕𝜙𝜎 𝜕𝜎⟨ℛ2
0(𝜎, 𝜓, 𝜃)⟩

⟩
=

⟨
𝜕𝜙⟨ℛ2

0(𝑆0, 𝜓, 𝜃)⟩
⟩

= 0

independently of the properties of the oscillating in 𝜓 function ℛ0. Then in view of the equation

𝜈 𝜕𝜙𝜎 = 𝜌, the remaining part of the double averaging 𝜈
⟨
𝑓 𝜕𝜙𝜎

⟩
involves the square of the

function 𝜌(𝜙, ℎ, 𝜃):

𝜈
⟨
𝑓 𝜕𝜙𝜎

⟩
=

1

𝜕𝐸Λ(𝐸)
𝜕𝐸

[︁⟨
𝜌2⟨𝐹 (𝐸, 𝜎, 𝜓, 𝜃)⟩

⟩
𝜕𝐸Λ(𝐸, 𝜃) +

⟨
𝜌2
⟩
𝜕𝜃Λ(𝐸, 𝜃)

]︁⃒⃒⃒
𝐸=ℰ0(𝜃)

.
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In this expression, the derivative in 𝐸 is moved inside the brackets and the averaged equation
of the form

⟨𝐹 (𝐸, 𝑠, 𝜓, 𝜃)⟩ =
𝜈𝜕𝜙𝜌− 𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

is taken into consideration. Since the mean of the derivative
⟨
𝜕𝜙 𝜌

⟩
= 0 vanishes, there remains

the expression

𝜈
⟨
𝑓 𝜕𝜙𝜎

⟩
=

⟨
𝜌2⟨𝜕𝐸𝐹 (𝐸, 𝜎, 𝜓, 𝜃)⟩

⟩
+
⟨
𝜌2
⟩ 1

𝜕𝐸Λ(𝐸)
𝜕𝐸

[︁ 𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

]︁⃒⃒⃒
𝐸=ℰ0(𝜃)

While calculating the mean
⟨
𝑔 𝜕𝜙𝜌

⟩
, we employ the representation 𝑔 = ⟨𝐺(ℰ0, 𝜎(𝜙,𝐻, 𝜃), 𝜓, 𝜃)⟩.

In the double averaging the integral in 𝜙 is calculated by parts and the identity 𝜈 𝜕𝜙𝜎 = 𝜌 is
used:

−𝜈
⟨
𝑔𝜕𝜙𝜌

⟩
= 𝜈

⟨
𝜕𝜙𝜎⟨𝜕𝜎𝐺(ℰ0, 𝜎(𝜙,𝐻, 𝜃), 𝜓, 𝜃)⟩𝜌

⟩
=

⟨
⟨𝜕𝜎𝐺(ℰ0, 𝜎, 𝜓, 𝜃)⟩𝜌2

⟩
.

Thus, expression (20) becomes (21). The proof is complete.

In particular cases, expression (21) can be simplified.

Corollary 2. Let the function Λ(𝐸, 𝜃) be the difference of the frequencies

Λ(𝐸, 𝜃) = Ω(𝐸) − 𝜔(𝜃).

Then the potential is given by the formula

𝑢(𝑠, 𝜃) = −Ω′(ℰ0(𝜃))
∫︁ 𝑠

⟨𝐹 (ℰ0(𝜃), 𝑠, 𝜓, 𝜃)⟩ 𝑑𝑠+ 𝑠 · 𝜔′(𝜃),

and the right hand of the averaged equation reads as

𝑍(ℎ0, 𝜃) = 𝜕𝜃

⟨
𝑢(𝜎, 𝜃)

⟩
+
⟨
𝜌2⟨𝜕𝐸𝐹 (𝐸, 𝜎, 𝜓, 𝜃) + 𝜕𝜎𝐺(𝐸, 𝜎, 𝜓, 𝜃)⟩

⟩
+

ℰ ′
0(𝜃) Ω′′(ℰ0(𝜃))

Ω′(ℰ0(𝜃))

⟨
𝜌2
⟩
.

To prove the corollary, one should take into consideration

ℰ ′
0(𝜃) = − 𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

⃒⃒⃒
𝐸=ℰ0(𝜃)

=
𝜔′(𝜃)

Ω′(ℰ0(𝜃))

implied by Λ(ℰ0(𝜃), 𝜃) ≡ 0.

Corollary 3. Let the averaged in 𝜓 perturbation be Hamiltonian:

⟨𝜕𝐸𝐹 + 𝜕𝑆𝐺⟩ = 0,

and the function Λ(𝐸, 𝜃) is the difference of the frequencies Λ(𝐸, 𝜃) = Ω(𝐸) − 𝜔(𝜃). Then the
right hand side of the averaged equation reads as

𝑍(ℎ0, 𝜃) = 𝜕𝜃

⟨
𝑢(𝜎, 𝜃)

⟩
+

ℰ ′
0(𝜃) Ω′′(ℰ0(𝜃))

Ω′(ℰ0(𝜃))

⟨
𝜌2
⟩
.

Here 𝜌(𝜙, ℎ0, 𝜃), 𝜎(𝜙, ℎ0, 𝜃) are periodic solutions to the frozen system and the averaging is
taken with respect to 𝜙.
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6. Area deformation

Given an equation obtained by the double averaging, it is difficult to extract from it the
information on the moment of resonance breaking as the trajectory approaches the boundary
of oscillating domain. However, this equation can be reduced to a more convenient form by
excluding the potential.

In the phase plane we consider an area Π of the domain enveloped by the frozen trajectory
𝑟 = 𝜌(𝜙, ℎ, 𝜃), 𝑠 = 𝜎(𝜙, ℎ, 𝜃). The relations hold:

Π =

∮︁
𝜌 𝑑𝜎 =

∫︁ 2𝜋

0

𝜌(𝜙, ℎ, 𝜃)𝜕𝜙𝜎(𝜙, ℎ, 𝜃) 𝑑𝜙 = 2𝜋
⟨
𝜌 𝜕𝜙𝜎

⟩
=

2𝜋

𝜈

⟨
𝜌2
⟩
.

It is convenient to employ this quantity instead of ℎ for parametrization of the family of periodic
solutions. Its advantage is a simpler equation for the slow deformation.

Theorem 2. The evolution of the area under a slowly deforming trajectory of the averaged
system of pendulum type (12) in the leading term of the asymptotics Π = Π0(𝜃) + 𝒪(

√
𝜀) is

described by the equation

𝑑Π0

𝑑𝜃
=

2𝜋

𝜈

⟨
𝜌2⟨𝜕𝐸𝐹 (𝐸, 𝜎, 𝜓, 𝜃) + 𝜕𝜎𝐺(𝐸, 𝜎, 𝜓, 𝜃)⟩

⟩
+ Π0 𝜕𝐸

𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

⃒⃒⃒
𝐸=ℰ0(𝜃)

. (22)

Here 𝜌(𝜙, ℎ0, 𝜃), 𝜎(𝜙, ℎ0, 𝜃) are periodic solutions of the frozen system, 𝜈(ℎ0, 𝜃) is a frequency,
and the averaging is taken with respect to 𝜙.

Remark. In the general case the equation for Π0(𝜃) is non-trivial since the area depends on
the trajectory, that is, on the parameter ℎ.

Proof of Theorem 2. The dependence of Π(𝜃) on the slow time 𝜃 is involved both explicitly and
via the parameter ℎ = ℎ(𝜃; 𝜀). This is why, integrating by parts in one of the integrals, for the
derivative we obtain the relation

1

2𝜋

𝑑Π

𝑑𝜃
=

⟨
[𝜕ℎ𝜌𝜕𝜙𝜎 − 𝜕𝜙𝜌𝜕ℎ𝜎]

⟩𝑑ℎ
𝑑𝜃

+
⟨

[𝜕𝜃𝜌𝜕𝜙𝜎 − 𝜕𝜙𝜌𝜕𝜃𝜎]
⟩
.

In view of identity (17) and the averaged equation (19), for the leading terms of the asymptotics

Π = Π0(𝜃) + 𝒪(
√
𝜀), ℎ = ℎ0(𝜃) + 𝒪(

√
𝜀)

we obtain:
1

2𝜋

𝑑Π0

𝑑𝜃
=

1

𝜈

𝑑ℎ0
𝑑𝜃

− 1

𝜈
𝜕𝜃𝑢(𝜎, 𝜃).

Taking into consideration equation (19) for ℎ0(𝜃) and the expression for the right hand side in
(21), we get

𝜈

2𝜋

𝑑Π0

𝑑𝜃
=

⟨
𝜌2⟨𝜕𝐸𝐹 (𝐸, 𝜎, 𝜓, 𝜃) + 𝜕𝜎𝐺(𝐸, 𝜎, 𝜓, 𝜃)⟩

⟩
+
⟨
𝜌2
⟩
𝜕𝐸

𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

⃒⃒⃒
𝐸=ℰ0(𝜃)

.

Having in mind the relation of the mean
⟨
𝜌2
⟩

with the area, we arrive at (22). The proof is

complete.

In view of equation (22) we see that as 𝜕𝐸𝐹 + 𝜕𝑆𝐺 = 0, a parametric deformation of the
potential 𝑢(𝑠, 𝜃) and Hamiltonian perturbation have no influence for the leading term of the
asymptotics of the area. In the Hamiltonian case the equation for the area is simplified signifi-
cantly.
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Corollary 4. Assume that the perturbation in the original system is Hamiltonian after the
averaging in 𝜓: ⟨𝜕𝐸𝐹 + 𝜕𝑆𝐺⟩ = 0. Then the slow evolution of the area is described by the
relation

𝑑Π0

𝑑𝜃
= Π0 · 𝜕𝐸

𝜕𝜃Λ(𝐸, 𝜃)

𝜕𝐸Λ(𝐸, 𝜃)

⃒⃒⃒
𝐸=ℰ0(𝜃)

. (23)

Equation (23) is obviously integrated. The simplest expression is obtained in the particular
case described in Theorem 1.

Corollary 5. Assume that the perturbation in the original system is Hamiltonian after the
averaging in 𝜓 and the function Λ(𝐸, 𝜃) = Ω(𝐸)−𝜔(𝜃) is a difference of frequencies. Then the
slow evolution of the area is described by the formula Π0(𝜃) = Π(0)Ω′(ℰ0(𝜃))/Ω′(ℰ0(0)), which
agrees with Theorem 1.

Proof. In the considered case the deformation equation reads as

𝑑Π0

𝑑𝜃
=

ℰ ′
0(𝜃) Ω′′(ℰ0(𝜃))

Ω′(ℰ0(𝜃))
Π0.

Formula (5) provides its solution.

The obtained formula for the area implies immediately Corollary 1. We observe that the
results for this particular case (Hamiltonian perturbations) correspond to the known results
[16], [17].

In a non-Hamiltonian case the equation for the area can be sometimes integrated. For
instance, in the model taking into consideration the dissipation as follows:

⟨𝜕𝐸𝐹 (𝐸, 𝜎, 𝜓, 𝜃) + 𝜕𝜎𝐺(𝐸, 𝜎, 𝜓, 𝜃)⟩ = 𝛽(𝜃) < 0,

the function Π0(𝜃) decays exponentially in 𝜃.

7. Conclusion

We analyze a problem on the time of existence of a resonance for a nonlinear oscillating
system with a small (of order 𝜀≪ 1) resonance perturbation. In the asymptotic approximation,
the problem is reduced to a model system of pendulum type. Under this approximation,
the time of the resonance breaking 𝑡𝑐 ≈ 𝜀−1 is identified with the moment, when a slowly
deforming trajectory approaches the boundary of the oscillation domain. For the area under
the frozen trajectory we write out deformation equation (22). Its solution allows us to write a
functional equation for the moment of the resonance breaking. The simplest case corresponds
to Hamiltonian perturbations.
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