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SMALL MOTIONS OF IDEAL STRATIFIED LIQUID

WITH A FREE SURFACE TOTALLY COVERED

BY A CRUMBLED ICE

N.D. KOPACHEVSKY, D.O. TSVETKOV

Abstract. Let a rigid immovable vessel be partially filled with an ideal incompressible
stratified fluid. We assume that in an equilibrium state the density of a fluid is a function
of the vertical variable 𝑥3, i.e., 𝜌0 = 𝜌0(𝑥3). In this case the gravity field with constant
acceleration �⃗� = −𝑔�⃗�3 acts on the fluid, here 𝑔 > 0 and �⃗�3 is unit vector of the vertical axis
𝑂𝑥3, which is directed opposite to �⃗�. Let Ω be the domain filled with a fluid in equilibrium
state, 𝑆 be rigid wall of the vessel adherent to the fluid, Γ be a free surface completely
covered with a crumbled ice. As the crumbled ice we mean that on the free surface, weighty
particles of some substance float, and these particles do not interact or the interaction is
negligible as the free surface oscillates. We should note that in foreign publications, such
fluids are frequently called liquids with inertial free surfaces. The problem is studied on
the base of an approach connected with application of so-called operator matrices theory.
To this end, we introduce Hilbert spaces and some their subspaces, also auxiliary boundary
value problems. The initial boundary value problem is reduced to the Cauchy problem
for the differential second-order equation in Hilbert space. After a detailed study of the
properties of the operator coefficients corresponding to the resulting system of equations,
we prove a theorem on the strong solvability of the Cauchy problem obtained on a finite
time interval. On this base, we find sufficient conditions for the existence of a strong
(with respect to time variable) solution to the initial-boundary value problem describing
the evolution of the hydrosystem.

Keywords: stratification effect in ideal fluids, initial boundary value problem, differential
equation in Hilbert space, Cauchy problem, strong solution.
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1. Introduction

An important part of a general problem on dynamics of a body with a cavity containing a
liquid is a problem on motion of a liquid in a stationary vessel. Let us briefly mention the
problems related directly with the subject of the present work.

The problems on oscillations of a stratified liquid filling a bounded domain in a space have
applications in the seiche theory, the theory of petroleum oscillations in tankers, in studying
oscillations of cryogenic liquids in closed tanks. Not providing a detailed bibliography, we just
mention monographs [1]–[6] and works [7], [8], where various aspects of oscillations of such
system were studied. It is known that the presence of a vertical stratification of a liquid with
respect to the density gives rise quite to interesting physical phenomena in such hydrosystems;
these phenomena are related with the action of buoyancy forces. For instance, in the oceans
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these forces generate internal inertial waves of large amplitude, which can cause catastrophes.
In tankers filled by the petroleum, there can arise oscillations leading to an unstable motion of
a ship.

An ice cover is an important part of a hydrological regime of freezing seas and oceans. The
presence of calved ice on the surface of seas and oceans influence essentially their behaviour.
Study of such problems is one of the important part of oceanology, its practical efficiency is
undoubted. A problem close to the problem on dynamics of liquids in domain covered by a
crumbled ice called the problem on floatation was studied in works [9], [10], and also in thesis
[11].

2. Mathematical formulation of problem

We consider an ideal stratified liquid whose density 𝜌0 varies along the vertical axis 𝑂𝑥3
in the quiescent state, 𝜌0 = 𝜌0(𝑥3). The liquid fills partially a stationary vessel and in the
quiescent state, it fills a domain Ω bounded by a hard wall 𝑆 and a free surface Γ totally
covered by a crumbled ice. We assume that the origin 𝑂 of the Cartesian coordinate system
𝑂𝑥1𝑥2𝑥3 is taken on a free equilibrium surface Γ which is flat and is located perpendicular to
the acceleration of the gravity �⃗� = −𝑔�⃗�3, where �⃗�3 is the unit vector of the axis 𝑂𝑥3. We also
assume that the hard wall 𝑆 ⊂ 𝜕Ω is a Lipschitz surface and 𝜕𝑆 = 𝜕Γ is a Lipschitz curve.

We consider the main case of a stable stratification of the liquid with respect to the density:

0 < 𝑁2
𝑚𝑖𝑛 6 𝑁2(𝑥3) 6 𝑁2

𝑚𝑎𝑥 = 𝑁2
0 <∞, (1)

𝑁2(𝑥3) = −𝑔𝜌
′
0(𝑥3)

𝜌0(𝑥3)
, 𝜌0(0) > 0.

The function 𝑁(𝑥3) is called Brunt-Väisälä frequency or buoyancy frequency. Physically, 𝑁(𝑥3)
is equal to the frequency of oscillations made by a particle of a liquid at 𝑥3 = const in the
stratified liquid once this particle is moved from this level.

We consider small linear motions of the stratified liquid close to the equilibrium. By �⃗� we
denote the field of velocities of the liquid in Ω. Then the motion of the hydrosystem is described
by the following equation (see [12]):

𝜕�⃗�

𝜕𝑡
+ (�⃗� · ∇)�⃗� = −̂︀𝜌−1 · ∇𝑃 + 𝐹 ( in Ω ), (2)

where ̂︀𝜌(𝑡, 𝑥), 𝑃 (𝑡, 𝑥) and 𝐹 (𝑡, 𝑥) are total fields of the density, pressure in the liquid and the
field of external forces, respectively.

We should also add a continuity equation or a mass conservation law. It expresses an obvious
fact that the mass of the liquid in the volume enveloping the same particles conserves (see [13]):

𝜕̂︀𝜌
𝜕𝑡

+ div(̂︀𝜌�⃗�) = 0 ( in Ω ). (3)

Let us determine the statical pressure in the liquid. If the system is in the equilibrium state
and only the gravity force acts on it, �⃗� = −𝑔�⃗�3, then 𝐹 = �⃗� and by (2) with �⃗� = 0⃗ we obtain

∇𝑃0 = −𝜌0(𝑥3)𝑔�⃗�3.

This is why the static pressure 𝑃0(𝑥) in the liquid is equal to

𝑃0(𝑥) = 𝑃0(𝑥3) = 𝑝𝑎 − 𝑔

∫︁ 𝑥3

0

𝜌0(𝜁)𝑑𝜁, (4)

where 𝑝𝑎 is the constant external pressure.
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Considering the problem on small motions of the system, we represent the fields 𝑃 (𝑡, 𝑥),̂︀𝜌(𝑡, 𝑥) and 𝐹 (𝑡, 𝑥) as

𝑃 (𝑡, 𝑥) = 𝑃0(𝑥) + 𝑝(𝑡, 𝑥), ̂︀𝜌(𝑡, 𝑥) = 𝜌0(𝑥3) + 𝜌(𝑡, 𝑥), 𝐹 (𝑡, 𝑥) = 𝑓(𝑡, 𝑥) − 𝑔�⃗�3, (5)

where 𝑝(𝑡, 𝑥) is the deviation of the pressure field from the equilibrium field 𝑃0(𝑥3), 𝜌(𝑡, 𝑥) is the

deviation of the density field from the initial one 𝜌0(𝑥3), and 𝑓(𝑡, 𝑥) is a small field of external
mass forces.

We substitute representations (5) into equations (2), (3):

𝜕�⃗�

𝜕𝑡
+ (�⃗� · ∇)�⃗� = − 1

𝜌0(𝑥3) + 𝜌(𝑡, 𝑥)
∇(𝑃0(𝑥3) + 𝑝(𝑡, 𝑥)) + 𝑓(𝑡, 𝑥) − 𝑔�⃗�3 ( in Ω ), (6)

𝜕

𝜕𝑡
(𝜌0(𝑥3) + 𝜌(𝑡, 𝑥)) + div

(︂
(𝜌0(𝑥3) + 𝜌(𝑡, 𝑥))�⃗�

)︂
=
𝜕𝜌

𝜕𝑡
+ ∇𝜌0 · �⃗�+ ∇𝜌 · �⃗�+ (𝜌0 + 𝜌)div�⃗� = 0 ( in Ω ).

(7)

Taking into consideration that the density does not vary with the time, that is,

𝑑̂︀𝜌
𝑑𝑡

=
𝜕𝜌

𝜕𝑡
+ ∇𝜌0 · �⃗�+ ∇𝜌 · �⃗� = 0,

linearizing (6), (7), we obtain

𝜕�⃗�

𝜕𝑡
= 𝜌−1

0 (𝑥3)(−∇𝑝− 𝑔𝜌�⃗�3) + 𝑓 ( in Ω ), (8)

𝜕𝜌

𝜕𝑡
+ ∇𝜌0 · �⃗� = 0, div �⃗� = 0 ( inΩ ). (9)

Since we consider the motion of the liquid in a hard vessel, on its hard wall 𝑆, the ideal liquid
should obey the non-leaking condition:

�⃗� · �⃗� =: 𝑢𝑛 = 0 ( on𝑆 ), (10)

where �⃗� is the unit outward normal to the domain Ω.
We proceed to identifying a kinematic condition on the equilibrium surface Γ. We seek the

deviation of a moving surface Γ(𝑡) as

Γ(𝑡) : 𝑥3 = 𝜁 = 𝜁(𝑡, �̂�), �̂� := (𝑥1, 𝑥2) ∈ Γ.

In this case the linearized kinematic conditions for the particles of the liquid located at Γ(𝑡)
reads as

𝜕𝜁

𝜕𝑡
= 𝑢𝑛 := �⃗� · �⃗� ( on Γ ). (11)

Writing the second Newton law for the particles of the crumbled ice and linearizing it, we
obtain the second dynamical condition (see [9]):

𝑝 = 𝑔𝜌0(0)𝜁 + 𝜌2
𝜕2𝜁

𝜕𝑡2
( on Γ ), (12)

where 𝜌2 is the surface density of the crumbled ice. By crumbled ice we mean floating on
the free surface weighty particles of some matter, which do not interact while floating or their
interaction is negligible. At that, the particle are located on the surface all the time during the
small motions of this hydrodynamical system.
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Thus, a linear formulation of the problem on oscillations of the considered hydrosystem is as
follows:

𝜕�⃗�

𝜕𝑡
= 𝜌−1

0 (𝑥3)
(︁
−∇𝑝− 𝑔𝜌�⃗�3

)︁
+ 𝑓(𝑡, 𝑥) ( in Ω ),

div �⃗� = 0,
𝜕𝜌

𝜕𝑡
+ ∇𝜌0 · �⃗� = 0 ( in Ω ),

�⃗� · �⃗� =: 𝑢𝑛 = 0 ( on𝑆 ), 𝑢𝑛 =
𝜕𝜁

𝜕𝑡
( on Γ ),

∫︁
Γ

𝜁 𝑑Γ = 0,

𝑝 = 𝑔𝜌0(0)𝜁 + 𝜌2
𝜕2𝜁

𝜕𝑡2
( on Γ ),

�⃗�(0, 𝑥) = �⃗�0(𝑥), 𝜌(0, 𝑥) = 𝜌0(𝑥) (𝑥 ∈ Ω ), 𝜁(0, �̂�) = 𝜁0(�̂�) ( �̂� ∈ Γ ).

(13)

The latter three identities are initial conditions completing the problem and
∫︀
Γ
𝜁 𝑑Γ = 0 is the

volume conservation condition.
We note that a classical solution to problem (13) obeys the law of total energy balance:

1

2
· 𝑑
𝑑𝑡

[︂(︂∫︁
Ω

𝜌0(𝑥3)|�⃗�|2 𝑑Ω + 𝜌2

∫︁
Γ

⃒⃒⃒⃒
𝜕𝜁

𝜕𝑡

⃒⃒⃒⃒2
𝑑Γ

)︂

+

(︂
𝑔2

∫︁
Ω

[︀
𝜌0(𝑥3)𝑁

2(𝑥3)
]︀−1|𝜌|2 𝑑Ω + 𝑔𝜌0(0)

∫︁
Γ

|𝜁|2 𝑑Γ

)︂]︂
=

∫︁
Ω

𝜌0(𝑥3)𝑓 · �⃗� 𝑑Ω.

(14)

The left hand side is the sum of the derivative in 𝑡 of the total kinetic energy of the system
and its potential energy. The total potential energy (the expression in second brackets) is equal
to the sum of the potential energy due to the presence of buoyancy forces and to the potential
energy due to the oscillations of free surface. The right hand side is the power of external forces.

3. Exclusion of density field. Using of field of liquid small shifts

In initial boundary value problem (13) we can exclude one unknown function, the density
field 𝜌(𝑡, 𝑥) if instead of the velocity field �⃗�(𝑡, 𝑥) we introduce the field of liquid small shifts
�⃗�(𝑡, 𝑥) related with �⃗�(𝑡, 𝑥) by the identities:

𝜕�⃗�

𝜕𝑡
= �⃗�, div �⃗� = 0 ( in Ω ). (15)

Then instead of (8) and (9) we arrive at the constraint:

𝜌(𝑡, 𝑥) = −∇𝜌0 · �⃗�(𝑡, 𝑥) + 𝑓0(𝑥) = −𝜌′

0(𝑥3)𝑣3(𝑡, 𝑥) + 𝑓0(𝑥),

𝑓0(𝑥) := 𝜌(0, 𝑥) + 𝜌
′

0(𝑥3)𝑣3(0, 𝑥), 𝑣3 := �⃗� · �⃗�3,
(16)

and to the equations for �⃗�(𝑡, 𝑥) and 𝑝(𝑡, 𝑥):

𝜕2�⃗�

𝜕𝑡2
= −𝜌−1

0 (𝑥3)∇𝑝−𝑁2(𝑥3)𝑣3�⃗�3 + 𝜓0(𝑥), div �⃗� = 0 ( in Ω ),

𝜓0(𝑥) = 𝑓(𝑡, 𝑥) − 𝑔𝑓0(𝑥)�⃗�3/𝜌0(𝑥3).

(17)
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In view of the said above we rewrite original problem (13) as

𝜕2�⃗�

𝜕𝑡2
= −𝜌−1

0 (𝑥3)∇𝑝−𝑁2(𝑥3)𝑣3�⃗�3 + 𝜓0(𝑥), div �⃗� = 0 ( in Ω ),

�⃗� · �⃗� =: 𝑣𝑛 = 0 ( on𝑆 ), 𝑝 = 𝑔𝜌0(0)𝑣3 + 𝜌2
𝜕2𝑣3
𝜕𝑡2

( on Γ ),

𝜕�⃗�

𝜕𝑡
(0, 𝑥) = �⃗�(0, 𝑥) = �⃗�0(𝑥), �⃗�(0, 𝑥) = �⃗�0(𝑥),

𝑣3(0, �̂�) = 𝜁(0, �̂�) = 𝜁0(�̂�) ( �̂� ∈ Γ ).

(18)

Initial boundary value problem (18) involves only two unknown functions: the vector field
�⃗�(𝑡, 𝑥) and the scalar field of pressures 𝑝(𝑡, 𝑥). Given the solution �⃗�(𝑡, 𝑥) to problem (18), the
solutions �⃗�(𝑡, 𝑥) and 𝜌(𝑡, 𝑥) to problem (13) can be found by formulae (15) and (16).

4. Projection of motion equations on orthogonal spaces

In what follows we reduce initial boundary value problem (18) to a differential equation in
a Hilbert space. In order to do this, we employ projecting of the first equation in (18) on

orthogonal subspaces, see [15]. To the function 𝜌0, we associate the Hilbert space �⃗�2(Ω, 𝜌0) of
vector functions with the scalar product

(�⃗�, �⃗�) =

∫︁
Ω

𝜌0(𝑥3)�⃗�(𝑥)�⃗�(𝑥) 𝑑Ω. (19)

As it follows from (1), the function 𝜌 = 𝜌0(𝑥3) satisfy the inequalities

0 < 𝑚 6 𝜌0 6𝑀 <∞

ensuring the equivalence of the norm defined by (19) and the usual scalar product in �⃗�2(Ω).

By 𝐽0(Ω, 𝜌0) we denote a subspace in �⃗�2(Ω, 𝜌0) obtained as the closure of the set of smooth
functions

{ �⃗� ∈ �⃗�1(Ω) : div �⃗� = 0 (in Ω), 𝑣𝑛 = 0 (on 𝜕Ω) }
in the norm of �⃗�2(Ω, 𝜌0).

As other subspaces, we choose

�⃗�ℎ,𝑆(Ω, 𝜌0) =

⎧⎨⎩�⃗� ∈ �⃗�2(Ω, 𝜌0) : �⃗� = 𝜌−1
0 ∇𝑝, 𝑣𝑛 = 0 (on 𝑆), ∇ · �⃗� = 0 (in Ω),

∫︁
Γ

𝑝 𝑑Γ = 0

⎫⎬⎭ ,

�⃗�0,Γ(Ω, 𝜌0) =
{︁
�⃗� ∈ �⃗�2(Ω, 𝜌0) : �⃗� = 𝜌−1

0 ∇𝜙, 𝜙 = 0 (on Γ)
}︁

We observe that here 𝑣𝑛 = 𝜌−1
0 𝜕𝑝/𝜕𝑛 is a functional in the space ̃︀𝐻−1/2

𝑆 = (𝐻
1/2
𝑆 )* consisting

of the functions, which can be continued by zero in the class 𝐻−1/2(𝜕Ω) on the entire 𝜕Ω, at
that, 𝐻1/2(𝜕Ω) ⊂ 𝐿2(𝜕Ω) ⊂ 𝐻−1/2(𝜕Ω) (see, [14, Ch. 3]).

Lemma 1. The following orthogonal expansion holds:

�⃗�2(Ω, 𝜌0) = 𝐽0(Ω, 𝜌0) ⊕ �⃗�ℎ,𝑆(Ω, 𝜌0) ⊕ �⃗�0,Γ(Ω, 𝜌0). (20)

The proof of the lemma reproduces the proof of a similar statement in [15] for the space

�⃗�2(Ω) with 𝜌0(𝑥3) = const in (19).

We shall regard �⃗�(𝑡, 𝑥) and 𝜌−1
0 ∇𝑝(𝑡, 𝑥) as functions of the variable 𝑡 with values in �⃗�2(Ω, 𝜌0),

then by the equation and boundary conditions in (18) and orthogonal expansion (20) we have

�⃗�(𝑡, 𝑥) ∈ 𝐽0(Ω, 𝜌0) ⊕ �⃗�ℎ,𝑆(Ω, 𝜌0) =: 𝐽0,𝑆(Ω, 𝜌0),
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𝜌−1
0 ∇𝑝(𝑡, 𝑥) ∈ �⃗�0,Γ(Ω, 𝜌0) ⊕ �⃗�ℎ,𝑆(Ω, 𝜌0) =: �⃗�(Ω, 𝜌0).

This is why for each 𝑡 we seek them as

�⃗�(𝑡, 𝑥) = �⃗�(𝑡, 𝑥) + 𝜌−1
0 ∇Φ(𝑡, 𝑥), �⃗�(𝑡, 𝑥) ∈ 𝐽0(Ω, 𝜌0), 𝜌

−1
0 ∇Φ(𝑡, 𝑥) ∈ �⃗�ℎ,𝑆(Ω, 𝜌0),

𝜌−1
0 ∇𝑝(𝑡, 𝑥) = 𝜌−1

0 ∇𝑝1(𝑡, 𝑥) + 𝜌−1
0 ∇𝑝2(𝑡, 𝑥),

𝜌−1
0 ∇𝑝1(𝑥, 𝑡) ∈ �⃗�ℎ,𝑆(Ω, 𝜌0), 𝜌−1

0 ∇𝑝2(𝑡, 𝑥) ∈ �⃗�0,Γ(Ω, 𝜌0).

(21)

We denote by 𝑃0, 𝑃ℎ,𝑆 and 𝑃0,Γ the orthogonal projectors on the subspaces 𝐽0(Ω, 𝜌0),

�⃗�ℎ,𝑆(Ω, 𝜌0), �⃗�0,Γ(Ω, 𝜌0), respectively. Then, substituting (21) into the first equation in (18)
and applying orthogonal projectors, we obtain

𝜕2�⃗�

𝜕𝑡2
+ 𝑃0

[︂
𝑁2(𝑥3)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
�⃗�3

]︂
= 𝑃0𝜓0, (22)

𝜕2

𝜕𝑡2
(︀
𝜌−1
0 ∇Φ

)︀
+ 𝜌−1

0 ∇𝑝1 + 𝑃ℎ,𝑆

[︂
𝑁2(𝑥3)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
�⃗�3

]︂
= 𝑃ℎ,𝑆𝜓0, (23)

𝜌−1
0 ∇𝑝2 + 𝑃0,Γ

[︂
𝑁2(𝑥3)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
�⃗�3

]︂
= 𝑃0,Γ𝜓0. (24)

It follows from equation (24) that a component of the pressure field related to the term 𝜌−1
0 ∇𝑝2

is determined only the field of vertical shift 𝑣3 and by initial conditions. Therefore, it is sufficient
to consider only first two relations and boundary condition with the replacing 𝑝 → 𝑝1 since
𝑝 = 𝑝1 + 𝑝2, 𝑝2 = 0 (on Γ).

In order to proceed from (22), (23) to a system of equations for two unknown functions, we
introduce new elements:

𝑃ℎ,𝑆

[︂
𝑁2(𝑥3)𝑤3�⃗�3

]︂
:= 𝜌−1

0 ∇Ψ , 𝑃ℎ,𝑆

[︂
𝑁2(𝑥3)𝜌

−1
0

𝜕Φ

𝜕𝑥3
�⃗�3

]︂
:= 𝜌−1

0 ∇𝜂 . (25)

Then (23) gives Cauchy-Lagrange integral:

𝜕2Φ

𝜕𝑡2
+ 𝑝1 + Ψ + 𝜂 − 𝐹 = 𝑐(𝑡) (in Ω ), (26)

where 𝑐(𝑡) is an arbitrary function of the time, 𝑃ℎ,𝑆𝜓0 = 𝜌−1
0 ∇𝐹 .

We consider (26) on Γ and in view of (22)–(24), we can employ the identity

𝑝1 =𝑔𝜌0(0)𝑣3 + 𝜌2
𝜕2𝑣3
𝜕𝑡2

= 𝑔𝜌0(0)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
+ 𝜌2

𝜕2

𝜕𝑡2

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
=𝑔𝜌0(0)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
+ 𝜌2

𝜕2

𝜕𝑡2

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
= 𝑔

𝜕Φ

𝜕𝑥3
+ 𝜌2𝜌

−1
0 (0)

𝜕2

𝜕𝑡2

(︂
𝜕Φ

𝜕𝑥3

)︂
(on Γ )

to obtain

𝜕2Φ

𝜕𝑡2
+ 𝑔

𝜕Φ

𝜕𝑥3
+ 𝜌2𝜌

−1
0 (0)

𝜕2

𝜕𝑡2

(︂
𝜕Φ

𝜕𝑥3

)︂
+ Ψ + 𝜂 = 𝐹 + 𝑐(𝑡) (on Γ ). (27)

This identity and (22) give two equations for determining two unknown functions �⃗�(𝑡, 𝑥) and
Φ(𝑡, 𝑥). At that, constraints (25) are taken into consideration as well as constraints following
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(22)–(24). Thus, we rewrite initial boundary value problem (18) as

𝜕2�⃗�

𝜕𝑡2
+ 𝑃0

[︂
𝑁2(𝑥3)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
�⃗�3

]︂
= 𝑃0𝜓0 ( in Ω ),

div �⃗� = 0 ( in Ω ), �⃗� · �⃗� = 0 ( on 𝜕Ω ),

𝜕2Φ

𝜕𝑡2
+ 𝑔

𝜕Φ

𝜕𝑥3
+ 𝜌2𝜌

−1
0

𝜕2

𝜕𝑡2

(︂
𝜕Φ

𝜕𝑥3

)︂
+ Ψ + 𝜂 = 𝐹 + 𝑐(𝑡) (on Γ ),

∇ · (𝜌−1
0 (𝑥)∇Φ) = 0 ( in Ω ), 𝜌−1

0 (𝑥)∇Φ · �⃗� = 0 ( on𝑆 ),∫︁
Γ

Φ 𝑑Γ = 0,

∫︁
Γ

𝜕Φ

𝜕𝑥3
𝑑Γ = 0,

𝜕

𝜕𝑡
𝑤(0, 𝑥) = 𝑃0�⃗�

0,
𝜕

𝜕𝑡

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
(0, �̂�)

)︂
Γ

=
[︀(︀
𝑃ℎ,𝑆�⃗�

0(𝑥)
)︀
· �⃗�

]︀
Γ
,

�⃗�(0, 𝑥) = 𝑃0�⃗�
0,

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
(0, �̂�)

)︂
Γ

= 𝜁0(�̂�) ( �̂� ∈ Γ ).

(28)

We note that the deviation 𝑣3|Γ =
(︁
𝜌−1
0

𝜕Φ
𝜕𝑥3

+ 𝑤3

)︁
Γ

of the particles of a moving surface should

obey the condition of volume conserving under the oscillations:∫︁
Γ

𝑣3 𝑑Γ =

∫︁
Γ

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
𝑑Γ = 0 =⇒

∫︁
Γ

𝜕Φ

𝜕𝑥3
𝑑Γ = 0 (29)

since 𝑤3|Γ = 0, 𝜌−1
0 |Γ = const.

5. Reduction to system of differential operator equations

Condition (29) is necessary for solvability of the following problem

Auxiliary problem I (Neumann problem).

∇ · (𝜌−1
0 (𝑥)∇Φ) = 0 ( in Ω ), 𝜌−1

0 (𝑥)∇Φ · �⃗� = 0 ( on𝑆 ),

𝜌−1
0 (0)

𝜕Φ

𝜕𝑥3
= 𝜓 ( on Γ ),

∫︁
Γ

𝜓 𝑑Γ = 0. (30)

In the space 𝐻0 = 𝐿2,Γ := 𝐿2 (Γ) ⊖ {1Γ} we introduce its framing as 𝐻+ ⊂ 𝐻0 ⊂ 𝐻−, where

𝐻+ = 𝐻1/2 (Γ) ∩ 𝐻0 =: 𝐻
1/2
Γ , 𝐻− = (𝐻+)* =: ̃︀𝐻−1/2

Γ . Here by ̃︀𝐻−1/2
Γ we denote a space dual

for 𝐻
1/2
Γ with a central space 𝐿2,Γ. In particular, ̃︀𝐻−1/2

Γ consists of the elements in 𝐻−1/2(Γ),
which can be continued by zero in the class 𝐻−1/2(𝜕Ω) (see [14, Ch. 3]).

We observe that in view of (14), the scalar product in 𝐿2(Γ) is of the form

(𝜂, 𝜁)0 := 𝜌0(0)

∫︁
Γ

𝜂(�̂�)𝜁(�̂�) 𝑑Γ. (31)

Lemma 2. For each 𝜓 ∈ 𝐻− = ̃︀𝐻−1/2
Γ , problem (30) in a domain Ω with a Lipschitz (piece-

wise smooth) boundary 𝜕Ω has the unique generalized solution Φ ∈ 𝐻1
ℎ,𝑆 (Ω, 𝜌0) and

‖Φ‖𝐻1
ℎ,𝑆(Ω,𝜌0)

6 𝑐1 ‖𝜓‖ ̃︀𝐻−1/2
Γ

. (32)

Here 𝐻1
ℎ,𝑆 (Ω, 𝜌0) is the subspace of the space 𝐻1

Γ (Ω, 𝜌0) with the norm

‖Φ‖2𝐻1
Γ(Ω,𝜌0)

:=

∫︁
Ω

𝜌−1
0 |∇Φ|2 𝑑Ω,

∫︁
Γ

Φ 𝑑Γ = 0;
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this subspace is formed by quasi-harmonic functions obeying Neumann condition on 𝑆.
A generalized solution Φ (𝑥) to problem (30) satisfies the identity

(Φ,Ψ)𝐻1
ℎ,𝑆(Ω,𝜌0)

= (𝜓, Ψ|Γ)𝐻0
for all Ψ ∈ 𝐻1

Γ (Ω, 𝜌0) . (33)

The proof of this lemma is provided, for instance, in [15].

Auxiliary problem II (Neumann-Zaremba problem).

∇ · (𝜌−1
0 (𝑥)∇Φ) = 0 ( in Ω ), 𝜌−1

0 (𝑥)∇Φ · �⃗� = 0 ( on𝑆 ),

𝜌−1
0 (0)Φ = 𝜙 ( on Γ ),

∫︁
Γ

𝜙𝑑Γ = 0. (34)

Lemma 3. For each 𝜙 ∈ 𝐻+ = 𝐻
1/2
Γ , problem (34) has the unique generalized solution

Φ ∈ 𝐻1
ℎ,𝑆 (Ω, 𝜌0) and

‖Φ‖𝐻1
ℎ,𝑆(Ω,𝜌0)

6 𝑐2 ‖𝜙‖𝐻1/2
Γ
. (35)

The proof of this lemma is provided, for instance, in [15].
According Gagliardo theorem (see [16]), the trace of the function Φ (𝑥) ∈ 𝐻1

ℎ,𝑆 (Ω, 𝜌0) on

the boundary 𝜕Ω belongs to 𝐻1/2 (𝜕Ω) and this is why the norm in 𝐻
1/2
Γ = 𝐻+ can be chosen

among equivalent forms so that

‖Φ‖𝐻1
ℎ,𝑆(Ω) = ‖𝜙‖

𝐻
1/2
Γ
, for all ∀ 𝜙 ∈ 𝐻

1/2
Γ , (36)

where Φ (𝑥) is the solution to problem (34) .

We suppose that 𝜓 =

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

is a given function in the space ̃︀𝐻−1/2
Γ . Considering the

Neumann problem with this function 𝜓, by Lemma 2 we obtain that

Φ (𝑥) = 𝑇𝜓 ∈ 𝐻1
ℎ,𝑆 (Ω, 𝜌0) ,

where 𝑇 : ̃︀𝐻−1/2
Γ → 𝐻1

ℎ,𝑆 (Ω, 𝜌0) is a bounded linear operator, whose norm does not exceeds the
constant 𝑐1 > 0 in (32).

We introduce the trace operator 𝛾Γ: for each Φ (𝑥) ∈ 𝐻1
ℎ,𝑆 (Ω, 𝜌0) we let

𝛾ΓΦ := Φ|Γ .
We note that the operator 𝛾Γ is bounded as that from 𝐻1 (Ω, 𝜌0) (and hence from the subspace

𝐻1
ℎ,𝑆 (Ω, 𝜌0)) into 𝐻+ = 𝐻

1/2
Γ (see, for instance, [16]). This yields that

𝛾ΓΦ = Φ|Γ = 𝛾Γ𝑇𝜓 = 𝛾Γ𝑇

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

=: 𝐶

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

, (37)

where the operator 𝐶 = 𝛾Γ𝑇 : ̃︀𝐻−1/2
Γ = 𝐻− → 𝐻

1/2
Γ = 𝐻+ is linear and bounded.

Lemma 4. The restriction of the operator 𝐶 on 𝐻0 ⊂ 𝐻− is a linear compact self-adjoint
positive operator acting in the space 𝐻0.

Proof. If 𝜓 ∈ 𝐻0, then 𝐶𝜓 = 𝛾Γ𝑇𝜓 ∈ 𝐻+. Since the space 𝐻+ = 𝐻
1/2
Γ is compactly embedded

into the space 𝐻0, and 𝐶 is a bounded operator from 𝐻0 into 𝐻+, the operator 𝐶 : 𝐻0 → 𝐻0

is compact.
To prove the symmetricity (self-adjointness) and positivity of the operator 𝐶 we assume that

Ψ ∈ 𝐻1
ℎ,𝑆 (Ω, 𝜌0) ⊂ 𝐻1

Γ (Ω) in identity (33) and Ψ (𝑥) is also a solution to auxiliary problem
(30) for a given function 𝑣 ∈ 𝐻0. Then

Φ =𝑇𝜓, 𝜓 =

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

, 𝛾ΓΦ = 𝐶𝜓,
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Ψ =𝑇𝑣, 𝑣 =

(︂
𝜌−1
0

𝜕Ψ

𝜕𝑥3

)︂
Γ

, 𝛾ΓΨ = Ψ|Γ = 𝐶𝑣, (38)

By these formulae and (33) we obtain

(𝜓,𝐶𝑣)𝐻0
=

∫︁
Ω

𝜌−1
0 ∇Φ · ∇Ψ 𝑑Ω = (𝐶𝜓, 𝑣)𝐻0

, for all 𝑤, 𝑣 ∈ 𝐻0, (39)

which implies that 𝐶 = 𝐶*. Letting her 𝑣 = 𝜓, Ψ = Φ, we get

(𝐶𝜓,𝜓)𝐻0
=

∫︁
Ω

𝜌−1
0 |∇Φ|2 𝑑Ω = ‖Φ‖2𝐻1

Γ(Ω,𝜌0)
> 0. (40)

If (𝐶𝜓,𝜓)𝐻0 = 0, then Φ ≡ Φ0 = 𝑐𝑜𝑛𝑠𝑡. Hence, by the normalization of the function Φ∫︁
Γ

Φ0 𝑑Γ = 0

we obtain that Φ ≡ 0, and hence 𝜓 =

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

= 0. Thus, the operator 𝐶 is positive in

𝐻0.

Remark. The proven lemma implies also the following statement: the operator 𝐶 : 𝐻0 → 𝐻0

has an inverse operator 𝐶−1, which is an unbounded self-adjoint positive definite operator acting
in 𝐻0 with the domain 𝒟 (𝐶−1) = ℛ (𝐶) dense in 𝐻0.

Remark. It follows from (38), (40) that(︀
𝐶−1𝜙, 𝜙

)︀
𝐻0

= ‖Φ‖2𝐻1
ℎ,𝑆(Ω,𝜌0)

, 𝛾ΓΦ = 𝜙 ∈ 𝒟
(︀
𝐶−1

)︀
, (41)

where Φ is the solution to problem (34). This implies that choosing the norm in 𝐻
1/2
Γ = 𝐻+ by

(36), the operator 𝐶−1/2 acts isometrically from 𝒟
(︀
𝐶−1/2

)︀
= 𝐻+ into 𝐻0 = 𝐻:⃦⃦

𝐶−1/2𝜙
⃦⃦2

𝐻0
= ‖𝜙‖2

𝐻
1/2
Γ

, ∀𝜙 ∈ 𝐻+. (42)

Thus, the operator 𝐶−1/2 maps 𝒟
(︀
𝐶−1/2

)︀
= 𝐻+ into 𝐻0, and the operator 𝐶1/2 maps 𝐻0

into 𝒟
(︀
𝐶−1/2

)︀
= 𝐻+ isometrically. As it follows from the general of framed Hilbert spaces, the

extension of the operator 𝐶−1/2 (which will be denoted by the same symbol) with 𝒟
(︀
𝐶−1/2

)︀
= 𝐻+

on 𝐻0 is an isometric operator mapping 𝐻0 onto 𝐻− = ̃︀𝐻−1/2
Γ . Respectively, the operator 𝐶1/2,

having been extended to 𝐻−, maps isometrically 𝐻− onto 𝐻0.

According above constructions (see (37)), we rewrite system of equations (22) and (27)
together projecting in addition (27) on 𝐻0:

𝜕2�⃗�

𝜕𝑡2
+ 𝑃0

[︂
𝑁2(𝑥3)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
�⃗�3

]︂
+ 𝑃0

[︂
𝑁2(𝑥3)𝑤3�⃗�3

]︂
= 𝑃0𝜓0,

𝜕2

𝜕𝑡2

[︂
𝐶 + 𝜌2𝐼

]︂(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

+ 𝑔𝜌0

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

+ 𝑃𝐻0 (Ψ + 𝜂) = 𝑃𝐻0𝐹.

(43)

Taking into consideration (30), in (43) we make the change:

𝜓 =

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

= 𝐶−1/2𝑦, 𝑦 ∈ 𝐻0. (44)
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We suppose that 𝑃𝐻0𝐹 ∈ 𝒟(𝐶−1/2) and we apply the operator 𝐶−1/2 to the second equation in
(43). This gives:

𝜕2�⃗�

𝜕𝑡2
+ 𝑃0

[︂
𝑁2(𝑥3)

(︀
(𝑈𝐶−1/2𝑦)�⃗�3

)︀
�⃗�3

]︂
+ 𝑃0

[︂
𝑁2(𝑥3)𝑤3�⃗�3

]︂
= 𝑃0𝜓0,

𝜕2

𝜕𝑡2

[︂
𝐼 + 𝜌2𝐶

−1

]︂
𝑦 + 𝑔𝜌0𝐶

−1𝑦 + 𝐶−1/2𝑃𝐻0 (Ψ + 𝜂) = 𝐶−1/2𝑃𝐻0𝐹.

(45)

Here by 𝑈 : ̃︀𝐻−1/2
Γ → �⃗�ℎ,𝑆(Ω, 𝜌0) we denote the operator, which by means of the solution to

problem (30) maps an element 𝜓 ∈ ̃︀𝐻−1/2
Γ into the function 𝜌−1

0 ∇Φ ∈ �⃗�ℎ,𝑆(Ω, 𝜌0).
We introduce the following notations:

𝐵11�⃗� := 𝑃0

[︂
𝑁2(𝑥3)𝑤3�⃗�3

]︂
, 𝐵12𝑦 := 𝑃0

[︂
𝑁2(𝑥3)

(︀
(𝑈𝐶−1/2𝑦)�⃗�3

)︀
�⃗�3

]︂
,

𝐵21�⃗� := 𝐶−1/2𝑃𝐻0Ψ, 𝜌−1
0 ∇Ψ = 𝑃ℎ,𝑆

[︂
𝑁2(𝑥3)𝑤3�⃗�3

]︂
,

𝐵22𝑦 := 𝐶−1/2𝑃𝐻0𝜂, 𝜌−1
0 ∇𝜂 = 𝑃ℎ,𝑆

[︂
𝑁2(𝑥3)

(︀
(𝑈𝐶−1/2𝑦)�⃗�3

)︀
�⃗�3

]︂
.

(46)

In what follows, all functions of the variable 𝑡 and spatial variables will be regarded as
functions of a single variable 𝑡 with values in the corresponding Hilbert spaces; this was taken
into considerations in the above constructions. Because of this below all the derivatives 𝜕/𝜕𝑡
are replaced by 𝑑/𝑑𝑡.

Initial boundary value problem (18) splits into trivial relation (24) and Cauchy problem for
a second order differential equation (incomplete, that is, involving no first order terms) in the

Hilbert space ℋ = 𝐽0(Ω, 𝜌0) ⊕𝐻0:

𝑑2

𝑑𝑡2
𝒜𝒳 + (𝒞 + ℬ)𝒳 = ℱ , 𝒳 (0) = 𝒳 0, 𝒳 ′

(0) = 𝒳 1, (47)

𝒜 =

(︂
𝐼 0
0 𝐼 + 𝜌2𝐶

−1

)︂
, 𝒞 =

(︂
0 0
0 𝑔𝜌0𝐶

−1

)︂
, ℬ =

(︂
𝐵11 𝐵12

𝐵21 𝐵22

)︂
, (48)

ℱ =

(︂
𝑃0𝜓0

𝐶−1/2𝑃𝐻0𝐹

)︂
, 𝒳 =

(︂
�⃗�
𝑦

)︂
. (49)

Lemma 5. The operator matrix ℬ in (48) possesses the properties 𝒪 6 ℬ 6 𝑁2
0ℐ, where

𝑁2
0 is the constant in (1), 𝒪 and ℐ are zero and identity operators in ℋ = 𝐽0(Ω, 𝜌0) ⊕𝐻0.

Proof. We have

(ℬ𝒳 ,𝒳 )ℋ =

(︂(︂
𝐵11 𝐵12

𝐵21 𝐵22

)︂(︂
�⃗�
𝑦

)︂
,

(︂
�⃗�
𝑦

)︂)︂
ℋ

= (𝐵11�⃗�, �⃗�)𝐽0(Ω,𝜌0)
+ (𝐵12𝑦, �⃗�)𝐽0(Ω,𝜌0)

+ (𝐵21�⃗�, 𝑦)𝐻0 + (𝐵22𝑦, 𝑦)𝐻0 .

In view of definitions (46), (19), (31), and the Green’s formula for the Laplace operator (see,
for instance, [15]), we have

(𝐵11�⃗�, �⃗�)𝐽0(Ω,𝜌0)
=

(︂
𝑃0

[︂
𝑁2(𝑥3)𝑤3�⃗�3

]︂
, �⃗�

)︂
𝐽0(Ω,𝜌0)

=

∫︁
Ω

𝑁2(𝑥3) · 𝜌0(𝑥3)|𝑤3|2 𝑑Ω,

(𝐵12𝑦, �⃗�)𝐽0(Ω,𝜌0)
=

(︂
𝑃0

[︂
𝑁2(𝑥3)

(︀
(𝑈𝐶−1/2𝑦)�⃗�3

)︀
�⃗�3

]︂
, �⃗�

)︂
𝐽0(Ω,𝜌0)
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=

∫︁
Ω

𝑁2(𝑥3)𝜌0(𝑥3)
(︀
𝜌−1
0 ∇Φ · �⃗�3

)︀
𝑤3 𝑑Ω,

(𝐵21�⃗�, 𝑦)𝐻0 =
(︀
𝐶−1/2𝑃𝐻0Ψ, 𝑦

)︀
𝐻0

=
(︀
𝑃𝐻0Ψ, 𝐶

−1/2𝑦
)︀
𝐻0

∫︁
Γ

𝜌0(0)𝑃𝐻0Ψ

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

𝑑Γ

=

∫︁
Ω

𝜌0(𝑥3) · 𝜌−1
0 ∇Ψ · 𝜌−1

0 ∇Φ 𝑑Ω =

∫︁
Ω

𝜌0(𝑥3) ·𝑁2(𝑥3)𝑤3�⃗�3 · 𝜌−1
0 ∇Φ 𝑑Ω

=

∫︁
Ω

𝑁2(𝑥3)𝜌0(𝑥3)
(︀
𝜌−1
0 ∇Φ · �⃗�3

)︀
𝑤3 𝑑Ω,

(𝐵22𝑦, 𝑦)𝐻0 =
(︀
𝐶−1/2𝑃𝐻0𝜂, 𝑦

)︀
𝐻0

=
(︀
𝑃𝐻0𝜂, 𝐶

−1/2𝑦
)︀
𝐻0

=

∫︁
Γ

𝜌0(0)𝑃𝐻0𝜂

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

𝑑Γ

=

∫︁
Ω

𝜌0(𝑥3) · 𝜌−1
0 ∇𝜂 · 𝜌−1

0 ∇Φ 𝑑Ω

=

∫︁
Ω

𝜌0(𝑥3) ·𝑁2(𝑥3)
(︀
(𝑈𝐶−1/2𝑦)�⃗�3

)︀
�⃗�3 · 𝜌−1

0 ∇Φ 𝑑Ω

=

∫︁
Ω

𝑁2(𝑥3)𝜌0(𝑥3)
⃒⃒(︀
𝜌−1
0 ∇Φ · �⃗�3

)︀⃒⃒2
𝑑Ω.

On one hand, employing (1) and (21), we get

(ℬ𝒳 ,𝒳 )ℋ =

∫︁
Ω

𝑁2(𝑥3)𝜌0(𝑥3)
⃒⃒
𝑤3 +

(︀
𝜌−1
0 ∇Φ · �⃗�3

)︀⃒⃒2
𝑑Ω > 𝑁2

min

∫︁
Ω

𝜌0(𝑥3)|𝑣3|2 𝑑Ω > 0 .

On the other hand,

(ℬ𝒳 ,𝒳 )ℋ 6 𝑁2
0 ·

∫︁
Ω

𝜌0(𝑥3)
⃒⃒
𝑤3 +

(︀
𝜌−1
0 ∇Φ · �⃗�3

)︀⃒⃒2
𝑑Ω 6 𝑁2

0 ·
∫︁
Ω

𝜌0(𝑥3) |�⃗�|2 𝑑Ω

= 𝑁2
0

(︁
‖�⃗�‖2

𝐽0(Ω,𝜌0)
+ ‖𝜌−1

0 ∇Φ‖2
�⃗�ℎ,𝑆(Ω,𝜌0)

)︁
= 𝑁2

0

⎛⎝‖�⃗�‖2
𝐽0(Ω,𝜌0)

+

∫︁
Ω

𝜌0(𝑥3) · 𝜌−1
0 ∇Φ · 𝜌−1

0 ∇Φ 𝑑Ω

⎞⎠
= 𝑁2

0

⎛⎝‖�⃗�‖2
𝐽0(Ω,𝜌0)

−
∫︁
Ω

Φ · div(𝜌−1
0 ∇Φ) 𝑑Ω +

∫︁
𝜕Ω

(Φ) |Γ ·
(︀
𝜌−1
0 ∇Φ · �⃗�

)︀
𝑑𝑆

⎞⎠
= 𝑁2

0

⎛⎝‖�⃗�‖2
𝐽0(Ω,𝜌0)

+

∫︁
Γ

(Φ) |Γ ·
(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

𝑑Γ

⎞⎠
= 𝑁2

0

(︁
‖�⃗�‖2

𝐽0(Ω,𝜌0)
+ (𝐶1/2𝑦, 𝐶−1/2𝑦)𝐻0

)︁
= 𝑁2

0

(︁
‖�⃗�‖2

𝐽0(Ω,𝜌0)
+ ‖𝑦‖2𝐻0

)︁
= 𝑁2

0‖𝒳‖2ℋ.

Definition 1. A function 𝒳 (𝑡) defined on the segment [0, 𝑇 ] is called a strong solution to

problem (47) with values in ℋ = 𝐽0(Ω, 𝜌0) ⊕𝐻0 if the following conditions are satisfied:

1∘. 𝒳 (𝑡) ∈ 𝐽0(Ω, 𝜌0) ⊕𝒟(𝐶−1);
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2∘. ℬ𝒳 (𝑡) ∈ 𝐶 ([0, 𝑇 ];ℋ), 𝒞𝒳 (𝑡) ∈ 𝐶 ([0, 𝑇 ];ℋ);
3∘. 𝒜𝒳 (𝑡) ∈ 𝐶2 ([0, 𝑇 ];ℋ);
4∘. the equation and initial conditions in (47) are satisfied.

Theorem 1. Assume that problem (47) satisfies the conditions

𝒳 0 ∈ 𝐽0(Ω, 𝜌0) ⊕𝐻
1/2
Γ , 𝒳 1 ∈ 𝐽0(Ω, 𝜌0) ⊕𝐻

1/2
Γ , ℱ ∈ 𝐶 ([0, 𝑇 ];ℋ) . (50)

Then this problem has the unique strong solution on the segment [0, 𝑇 ].

Proof. We make the change 𝐶−1/2𝑦 = 𝑧 in problem (47) and we apply the operator
diag

(︀
𝐼;𝐶1/2

)︀
to both sides of equation (47). As a result, we arrive at the following Cauchy

problem

𝒜1
𝑑2

𝑑𝑡2
𝒳1 + 𝒞𝐵𝒳1 = ℱ1, 𝒳1(0) = 𝒳 0

1 , 𝒳 ′

1(0) = 𝒳 1
1 , (51)

𝒜1 =

(︂
𝐼 0
0 𝐶 + 𝜌2𝐼

)︂
, 𝒞𝐵 =

(︂
𝐵11 𝐵12𝐶

1/2

𝐶1/2𝐵21 𝑔𝜌0𝐼 + 𝐶1/2𝐵22𝐶
1/2

)︂
, (52)

𝒳1 =

(︂
�⃗�
𝑧

)︂
=

(︂
�⃗�

𝐶−1/2𝑦

)︂
, ℱ1 =

(︂
𝐼 0
0 𝐶1/2

)︂
ℱ . (53)

The above constructions (Lemmata 4, 5) imply that

0 ≪ 𝒜1 = 𝒜*
1 ∈ ℒ(ℋ), 0 6 𝒞𝐵 = 𝒞*

𝐵 ∈ ℒ(ℋ).

Then Cauchy problem (51) is strongly solvable if

𝒳 0
1 ∈ ℋ, 𝒳 1

1 ∈ ℋ, ℱ1 ∈ 𝐶 ([0, 𝑇 ];ℋ) .

The proof of this fact was given in [17].
Thus, in view of (53), we obtain conditions (50) of solvability of problem (47). For instance,

𝒳 0
1 =

(︂
�⃗�0

𝐶−1/2𝑦0

)︂
∈ ℋ = 𝐽0(Ω, 𝜌0) ⊕𝐻0

⇐⇒ 𝒳 0 =

(︂
�⃗�0

𝑦0

)︂
∈ 𝐽0(Ω, 𝜌0) ⊕𝒟(𝐶−1/2) = 𝐽0(Ω, 𝜌0) ⊕𝐻

1/2
Γ .

In view of formulations of problems (13), (18), we give (mutually according) definitions of
so-called strong in the variable 𝑡 solutions to these problems.

Definition 2. A strong (in the variable 𝑡) solution to problem (13) on the segment [0, 𝑇 ] is
the set of functions �⃗� (𝑡, 𝑥), 𝑝 (𝑡, 𝑥), 𝜌 (𝑡, 𝑥) and 𝜁 (𝑡, �̂�) obeying the following conditions:

1∘. �⃗� (𝑡) ∈ 𝐶1
(︁

[0, 𝑇 ] ; 𝐽0,𝑆 (Ω, 𝜌0)
)︁
, 𝜌−1

0 ∇𝑝 ∈ 𝐶
(︁

[0, 𝑇 ] ; �⃗� (Ω, 𝜌0)
)︁
, 𝜌 (𝑡) ∈ 𝐶1 ([0, 𝑇 ] ;L2 (Ω)),

where L2(Ω) is a Hilbert space of scalar functions with the scalar product

(𝜙, 𝜓)L2(Ω) := 𝑔2
∫︁
Ω

[︀
𝜌0(𝑥3)𝑁

2(𝑥3)
]︀−1

𝜙(𝑥)𝜓(𝑥) 𝑑Ω

and for each 𝑡 ∈ [0, 𝑇 ] the first equation in (13) holds;

2∘. 𝑢𝑛 =
𝜕𝜁

𝜕𝑡
∈ 𝐶 ([0, 𝑇 ] ;𝐻0);

3∘. the boundary condition on Γ holds:

𝑝 = 𝑔𝜌0(0)𝜁 + 𝜌2
𝜕2𝜁

𝜕𝑡2
∈ 𝐶 ([0, 𝑇 ] ;𝐻0) ,

where all terms are continuous in 𝑡 functions with values in 𝐻0.
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4∘. initial conditions (13) hold.

Definition 3. A strong (in the variable 𝑡) solution to problem (18) on the segment [0, 𝑇 ] is
the set of functions �⃗� (𝑡, 𝑥), 𝑝 (𝑡, 𝑥) obeying the following conditions:

1∘. �⃗� (𝑡) ∈ 𝐶2
(︁

[0, 𝑇 ] ; 𝐽0,𝑆 (Ω, 𝜌0)
)︁
, 𝜌−1

0 ∇𝑝 ∈ 𝐶
(︁

[0, 𝑇 ] ; �⃗� (Ω, 𝜌0)
)︁
and for each 𝑡 ∈ [0, 𝑇 ]

the first equation in (18) is satisfied;
2∘. boundary condition on Γ is satisfied:

𝑝 = 𝑔𝜌0(0)𝑣3 + 𝜌2
𝜕2𝑣3
𝜕𝑡2

∈ 𝐶 ([0, 𝑇 ] ;𝐻0) , 𝑣3 = �⃗� · �⃗�3,

where all terms are continuous in 𝑡 functions with values in 𝐻0;
3∘. constraints (15) and (16) hold true;
4∘. initial conditions (18) are satisfied.

Definition 4. A strong (in the variable 𝑡) solution to problem (28) on the segment [0, 𝑇 ]

is functions �⃗�(𝑡, 𝑥) in 𝐽0(Ω, 𝜌0) and Φ (𝑡, 𝑥) with values in 𝐻1
Γ (Ω, 𝜌0), for which the following

conditions hold:
1∘. �⃗� (𝑡) ∈ 𝐶2

(︁
[0, 𝑇 ] ; 𝐽0 (Ω, 𝜌0)

)︁
;

2∘.

(︂
𝜕Φ

𝜕𝑥3

)︂
Γ

∈ 𝐶2 ([0, 𝑇 ] ;𝐻0), ΦΓ ∈ 𝐶2
(︁

[0, 𝑇 ] ;𝐻
1/2
Γ

)︁
, for all 𝑡 ∈ [0, 𝑇 ];

3∘. the relations

𝜕2�⃗�

𝜕𝑡2
+ 𝑃0

[︂
𝑁2(𝑥3)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
+ 𝑤3

)︂
�⃗�3

]︂
= 𝑃0𝜓0 ( inΩ ), (54)

𝜕2Φ

𝜕𝑡2
+ 𝑔

𝜕Φ

𝜕𝑥3
+ 𝜌2𝜌

−1
0

𝜕2

𝜕𝑡2

(︂
𝜕Φ

𝜕𝑥3

)︂
+ Ψ + 𝜂 = 𝐹 + 𝑐(𝑡) (onΓ ), (55)

hold, where all terms are continuous in 𝑡 functions with values in 𝐽0 (Ω, 𝜌0) and 𝐻0 respectively

and 𝜌−1
0 ∇Φ ∈ 𝐶2

(︁
[0, 𝑇 ] ; �⃗�ℎ,𝑆 (Ω, 𝜌0)

)︁
;

4∘. the initial conditions

𝜕

𝜕𝑡

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
(0, �̂�)

)︂
Γ

=
[︀(︀
𝑃ℎ,𝑆�⃗�

0(𝑥)
)︀
· �⃗�

]︀
Γ
∈ 𝐻0,(︂

𝜌−1
0

𝜕Φ

𝜕𝑥3
(0, �̂�)

)︂
Γ

= 𝜁 (0, �̂�) ∈ 𝐻0;

𝜕

𝜕𝑡
(�⃗� (0, 𝑥)) = 𝑃0�⃗�

0 (𝑥) ∈ 𝐽0 (Ω, 𝜌0) ;

�⃗� (0, 𝑥) = 𝑃0�⃗�
0 (𝑥) ∈ 𝐽0 (Ω, 𝜌0) , (𝑤3 (0, �̂�))Γ = 0

are satisfied.

Theorem 2. Assume that the conditions

�⃗�0 ∈ 𝐽0,𝑆 (Ω, 𝜌0) , 𝜌0 ∈ L2(Ω), 𝜁0 ∈ 𝐻0 = 𝐿2 (Γ) ⊖ {1Γ} ,[︀(︀
𝑃ℎ,𝑆�⃗�

0(𝑥)
)︀
· �⃗�

]︀
Γ
∈ 𝐻0, 𝑓(𝑡) ∈ 𝐶

(︁
[0, 𝑇 ]; �⃗�2(Ω, 𝜌0)

)︁
hold. Then each of problems (13), (18) and (28) has the unique strong in 𝑡 solution.
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Proof. We note that choosing the norms 𝐻
1/2
Γ by (36), (42), by the isometry of the operator

𝐶−1 : 𝐻
1/2
Γ = 𝒟 (𝐶−1) → ̃︀𝐻−1/2

Γ we obviously have the following statements:{︁
𝜌−1
0 ∇Φ ∈ 𝐶𝑘

(︁
[0, 𝑇 ] ; �⃗�ℎ,𝑆 (Ω, 𝜌0)

)︁}︁
⇔

{︁
Φ|Γ ∈ 𝐶𝑘

(︁
[0, 𝑇 ] ;𝐻

1/2
Γ

)︁}︁
⇔

{︂
𝜌−1
0

𝜕Φ

𝜕𝑛

⃒⃒⃒⃒
Γ

∈ 𝐶𝑘
(︁

[0, 𝑇 ] ; ̃︀𝐻−1/2
Γ

)︁}︂
, 𝑘 = 0, 1, 2, . . .

(56)

We prove the theorem via several steps passing from problem (47) to (28), then from (28) to
(18) and from (18) to (13).

From problem (47) to (28). Assume that conditions (50) holds for the functions 𝒳 0, 𝒳 1 and
ℱ in the theorem on solvability f problem (47). Then

1. The function �⃗�(𝑡, 𝑥) satisfies:(︁
�⃗�0 ∈ 𝐽0 (Ω, 𝜌0) , �⃗�1 ∈ 𝐽0 (Ω, 𝜌0)

)︁
⇔

(︂
(𝑤3 (0, �̂�))Γ = 0,

𝜕

𝜕𝑡
(�⃗� (0, 𝑥)) = 𝑃0�⃗�

0 (𝑥) ∈ 𝐽0 (Ω, 𝜌0) .

)︂
Moreover, �⃗� (𝑡) ∈ 𝐶2

(︁
[0, 𝑇 ] ; 𝐽0 (Ω, 𝜌0)

)︁
.

2. If problem (47) has the unique strong solution on the segment [0, 𝑇 ] and 𝑦 ∈ 𝐻
1/2
Γ , in

view of (37) and (44) we have

Φ|Γ = 𝐶

(︂
𝜌−1
0

𝜕Φ

𝜕𝑛

)︂
Γ

∈ 𝐶2
(︁

[0, 𝑇 ] ;𝐻
1/2
Γ

)︁
,

(︂
𝜌−1
0

𝜕Φ

𝜕𝑛

)︂
Γ

∈ 𝐶2 ([0, 𝑇 ] ;𝐻0) . (57)

This implies that the function Φ = Φ (𝑡, 𝑥) satisfy the equation and boundary conditions in
problem (28) and all functions in the boundary condition on Γ belong to the space 𝐶 ([0, 𝑇 ] ;𝐻0).
It follows from (56) that

𝜌−1
0 ∇Φ (𝑡, 𝑥) ∈ 𝐶2

(︁
[0, 𝑇 ] ; �⃗�ℎ,𝑆 (Ω)

)︁
.

Moreover, by (57),(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
(0, 𝑥)

)︂
Γ

= 𝜁0 (�̂�) = 𝐶−1/2𝑦0 ∈ 𝐻0,

𝐶−1/2𝑦1 =
𝜕

𝜕𝑡

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3
(0, �̂�)

)︂
Γ

=
[︀(︀
𝑃ℎ,𝑆�⃗�

0(𝑥)
)︀
· �⃗�

]︀
Γ
∈ 𝐻0,

Hence, by Lemma 2 we obtain that

𝜕

𝜕𝑡

(︀
𝜌−1
0 ∇Φ

)︀
(0, 𝑥) = 𝑃ℎ,𝑆�⃗�

0 ∈ �⃗�ℎ,𝑆 (Ω, 𝜌0) . (58)

Therefore, according definition 4, the functions �⃗�(𝑡, 𝑥) and Φ (𝑡, 𝑥) are a strong solution (with
respect to the variable 𝑡) to problem (28) on the segment [0, 𝑇 ].

From problem (28) to (18). Let us make sure that the proven facts imply the existence of a
strong (with respect to the variable 𝑡) solution to problem (18). Following an inverse way of
transformations (see (21)), by strong solution �⃗�(𝑡, 𝑥) and Φ (𝑡, 𝑥) to problem (28) we introduce
the functions �⃗� (𝑡, 𝑥) and 𝑝 (𝑡, 𝑥):

�⃗�(𝑡, 𝑥) = �⃗�(𝑡, 𝑥) + 𝜌−1
0 ∇Φ(𝑡, 𝑥) ∈ 𝐶2

(︁
[0, 𝑇 ] ; 𝐽0,𝑆 (Ω, 𝜌0)

)︁
,

since

�⃗�(𝑡, 𝑥) ∈ 𝐶2
(︁

[0, 𝑇 ] ; 𝐽0 (Ω, 𝜌0)
)︁
, 𝜌−1

0 ∇Φ(𝑡, 𝑥) ∈ 𝐶2
(︁

[0, 𝑇 ] ; �⃗�ℎ,𝑆 (Ω, 𝜌0)
)︁
,
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and

𝑝1|Γ =𝑔𝜌0(0)𝑣3|Γ + 𝜌2
𝜕2

𝜕𝑡2
𝑣3|Γ = 𝑔𝜌0(0)

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

+ 𝜌2
𝜕2

𝜕𝑡2

(︂
𝜌−1
0

𝜕Φ

𝜕𝑥3

)︂
Γ

∈ 𝐶 ([0, 𝑇 ] ;𝐻0) ,

Therefore, 𝜌−1
0 ∇𝑝1(𝑥, 𝑡) ∈ 𝐶

(︁
[0, 𝑇 ]; �⃗�ℎ,𝑆(Ω, 𝜌0)

)︁
, and in view (24),

𝜌−1
0 ∇𝑝(𝑡, 𝑥) = 𝜌−1

0 ∇𝑝1(𝑡, 𝑥) + 𝜌−1
0 ∇𝑝2(𝑡, 𝑥) ∈ 𝐶

(︁
[0, 𝑇 ]; �⃗�(Ω, 𝜌0)

)︁
,

Initial condition in problem (28) give rise to initial conditions for problem (18):

𝑣3(0, �̂�) = 𝜁0(�̂�) ∈ 𝐻0,
𝜕

𝜕𝑡
�⃗�(0, 𝑥) =

𝜕

𝜕𝑡

(︀
�⃗� + 𝜌−1

0 ∇Φ
)︀

(0, 𝑥) = �⃗�0 ∈ 𝐽0,𝑆(Ω, 𝜌0).

From problem (18) to problem (13). Due to the above proven facts and taking into consid-
eration constraints (15), (16), it is easy to confirm that under the assumptions of the theorem,
problem (13) has a strong (with respect to the variable 𝑡) solution in the sense of definition 2.

In conclusion we observe that

ℱ =
(︀
𝑃0𝜓0, 𝐶

−1/2𝑃𝐻0𝐹𝑓

)︀𝑡 ∈ 𝐶 ([0, 𝑇 ];ℋ)

⇐⇒ 𝑃0𝜓0 ∈ 𝐶
(︁

[0, 𝑇 ]; 𝐽0(Ω, 𝜌0)
)︁
, 𝐶−1/2𝑃𝐻0𝐹𝑓 ∈ 𝐶 ([0, 𝑇 ];𝐻0)

⇐⇒ 𝑃0𝜓0 ∈ 𝐶
(︁

[0, 𝑇 ]; 𝐽0(Ω, 𝜌0)
)︁
, 𝑃𝐻0𝐹𝑓 ∈ 𝐶

(︁
[0, 𝑇 ];𝐻

1/2
Γ

)︁
⇐⇒ 𝑃0𝜓0 ∈ 𝐶

(︁
[0, 𝑇 ]; 𝐽0(Ω, 𝜌0)

)︁
, 𝑃ℎ,𝑆𝜓0 = 𝜌−1

0 ∇𝐹 ∈ 𝐶
(︁

[0, 𝑇 ]; �⃗�ℎ,𝑆(Ω, 𝜌0)
)︁
.

In view of separated trivial relation (24) we obtain:

𝜓0 ∈ 𝐶
(︁

[0, 𝑇 ]; �⃗�2(Ω, 𝜌0)
)︁
.

The latter is true if and only if 𝑓(𝑡) ∈ 𝐶
(︁

[0, 𝑇 ]; �⃗�2(Ω, 𝜌0)
)︁

, see (17).

The authors thank the referee for attention to the work and remarks.
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