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INVARIANT SUBSPACES WITH

ZERO DENSITY SPECTRUM

O.A. KRIVOSHEEVA

Abstract. In the paper we show that each analytic solution of a homogeneous convolution
equation with the characteristic function of minimal exponential type is represented by
a series of exponential polynomials in its domain. This series converges absolutely and
uniformly on compact subsets in this domain. It is known that if the characteristic function
is of minimal exponential type, the density of its zero set is equal to zero. This is why in
the work we consider the sequences of exponents having zero density. We provide a simple
description of the space of the coefficients for the aforementioned series. Moreover, we
provide a complete description of all possible system of functions constructed by rather
small groups, for which the representation by the series of exponential polynomials holds.

Keywords: A series of exponential monomials, relatively small clusters, basis, convex
domain.
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Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be a multiple sequence of complex numbers with non-decreasing absolute
values, that is, 𝜆𝑘 ∈ C, 𝑛𝑘 is a natural number called the multiplicity of the point 𝜆𝑘, |𝜆𝑘+1| >
|𝜆𝑘|, 𝑘 = 1, 2, . . ., and |𝜆𝑘| → ∞ as 𝑘 → ∞. Let 𝐵(𝑧, 𝑟) be the ball of radius 𝑟 centered at a
point 𝑧. We denote by 𝑛(𝑟,Λ) the number of the points 𝜆𝑘 counting the multiplicities located
in the ball 𝐵(0, 𝑟), 𝑟 > 0. The upper density of the sequence Λ is

�̄�(Λ) = lim
𝑟→∞

𝑛(𝑟,Λ)

𝑟
.

We consider the sequence of simple points Λ = {𝜆𝑘, 1}∞𝑘=1 = {𝜆𝑘}∞𝑘=1 and the series
∞∑︁
𝑘=1

𝑑𝑘𝑒
𝜆𝑘𝑧. (1)

G. Pólya [1] proved that for the zero density �̄�(Λ) = 0 each sum of the series has a convex
domain; this function is analytic. In work [2] G. Pólya generalized this result. Consider the
homogeneous convolution equation

𝑀𝑓 (𝑔) =

∫︁
C

𝑔(𝑧 + 𝑤)𝑑𝜇(𝑧) ≡ 0, (2)

where 𝜇 is a complex-valued compactly supported measure and

𝑓(𝜆) =

∫︁
C

𝑒𝜆𝑧𝑑𝜇(𝑧)

is the Laplace transform of the functional generating the convolution operator called the charac-
teristic function of the operator 𝑀𝑓 . Assume that 𝑓(𝜆) is a function of the minimal exponential
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type, that is, for each 𝜀 > 0 there exists a constant 𝐶(𝜀) > 0 such that ln |𝑓(𝜆)| 6 𝐶(𝜀) + 𝜀|𝜆|,
𝜆 ∈ C. Then the operator 𝑀𝑓 is defined in the space of functions 𝑔 analytic in the vicinity of
the origin; each 𝑔 is analytic in its neighbourhood. It was shown in work [2] that under the
mentioned condition, each analytic solution to equation (2) has a convex domain.

Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be a sequence of zeroes and their multiplicities for the function 𝑓 . We
note that if 𝑓(𝜆) is a function of minimal exponential type, the density �̄�(Λ) of its zero set is
zero, see [3, Ch. I, Sect. 11, Lindelöf theorem].

In work [4] Valiron showed that each analytic solution of equation (2) is represented as

𝑔(𝑧) = lim
𝑚→∞

∑︁
|𝜆𝑘|<𝑟𝑚

𝑛𝑘−1∑︁
𝑛=0

𝑑𝑘,𝑛𝑧
𝑛𝑒𝜆𝑘𝑧 (3)

in its domain, where {𝑟𝑚} is an unboundedly increasing sequence of positive numbers such
that the absolute value of the function 𝑓 has appropriate lower bounds on the circumferences
|𝜆| = 𝑟𝑚, 𝑚 = 1, 2, . . . The system of the functions ℰ(Λ) = {𝑧𝑛 exp(𝜆𝑘𝑧)}, 𝑘 > 1, 𝑛 = 0, 𝑛𝑘 − 1,
is called the set of elementary solutions to equation (2).

In the present work, we strengthen this result by Valiron. We show that each analytic solution
to equation (2) with the characteristic function 𝑓(𝜆) of minimal exponential type is represented
by the series

𝑔(𝑧) =

∞,𝑁𝑚∑︁
𝑚=1,𝑗=1

𝑑𝑚,𝑗𝑒𝑚,𝑗(𝑧) (4)

in its domain, where {𝑒𝑚,𝑗(𝑧)}∞,𝑁𝑚

𝑚=1,𝑗=1 is a fixed system of the functions, each being a finite
linear combination of the functions in the system ℰ(Λ). At that, series (4) converges absolutely
and uniformly on compact sets. We provide a simple description of the space of the coefficients
𝑑 = {𝑑𝑚,𝑗}∞,𝑁𝑚

𝑚=1,𝑗=1. Moreover, we provide a complete description of all possible systems {𝑒𝑚,𝑗(𝑧)}
constructed by relatively small groups 𝑈𝑚 of the exponents 𝜆𝑘 of the functions in ℰ(Λ), for which
representation (4) holds.

Let 𝐷 be a convex domain in C and 𝐻(𝐷) stand for the space of analytic in 𝐷 functions with
the topology of uniform convergence on compact subsets 𝐷. By 𝐻*(𝐷) we denote the strongly
dual space for 𝐻(𝐷) called the space of analytic functionals. Given a sequence Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1,
by 𝑊 (Λ, 𝐷) we denote the closure of the linear span of the system ℰ(Λ) in the space 𝐻(𝐷).
The subspace 𝑊 (Λ, 𝐷) is closed and invariant w.r.t. the differentiation operator. If 𝑎 ∈ C, we
let

𝑊 (Λ, 𝑎) =
⋃︁
𝐷∋𝑎

𝑊 (Λ, 𝐷),

where 𝐷 ranges in the set of all convex neighbourhoods of the point 𝑎. We equip the space
𝑊 (Λ, 𝑎) with the topology of the inductive limit.

We note that according to the above mentioned result by Valiron, the space of analytic
solution to equation (2) with the characteristic function 𝑓(𝜆) of minimal exponential type is
embedded into the space 𝑊 (Λ, 0).

Lemma 1. Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 and 𝑎 ∈ C. Assume that each function in 𝑊 (Λ, 𝑎) has a
convex domain. Then �̄�(Λ) = 0

Proof. Let �̄�(Λ) > 0. We consider first the case of simple 𝜆𝑘, that is, Λ = {𝜆𝑘, 1}∞𝑘=1. It follows
from [3, Ch. IV, Sect. 7, Thm. 18] that in this case the system ℰ(Λ) is complete in the space of
the functions analytic in the circle of radius �̄�(Λ)/𝑒 centered at 𝑎. Therefore, the embedding
𝐻(𝐵(𝑎, �̄�(Λ)/𝑒)) ⊂ 𝑊 (Λ, 𝑎) holds. Since not all functions in 𝐻(𝐵(𝑎, �̄�(Λ))/𝑒) has a convex
domain, this contradicts the assumption of the lemma.
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Let us show that the case of multiple 𝜆𝑘 is reduced to the above studied case. In order to do
this, we introduce an auxiliary sequence Λ̃ = {𝜆𝑘,𝑗, 1}∞,𝑛𝑘

𝑘=1,𝑗=1. We arbitrarily choose the points

𝜆𝑘,𝑗 by the conditions: 1) all 𝜆𝑘,𝑗 are different; 2) |𝜆𝑘,𝑗 − 𝜆𝑘| < 1, 𝑗 = 1, 𝑛𝑘, 𝑘 > 1. Then the

systems ℰ(Λ) and ℰ(Λ̃) are complete or incomplete simultaneously in each convex domain 𝐷.
Indeed, let 𝐷 be a convex domain. We recall that the system ℰ(Λ) (ℰ(Λ̃)) is incomplete in 𝐷

if and only if there exists an entire function 𝑓(𝑓) of exponential type satisfying two conditions:

1) the conjugate diagram 𝑓(𝑓) lies in 𝐷; 2) the function 𝑓(𝑓) vanishes at the points 𝜆𝑘(𝜆𝑘,𝑗)
withe the multiplicities at least 𝑛𝑘, (𝑛𝑘 = 1). Thus, let ℰ(Λ) be incomplete in 𝐻(𝐷). Then
there exists a function 𝑓 possessing properties 1), 2). It is represented as 𝑓 = ℎ𝑔, where ℎ and 𝑔
are entire functions of first order, not necessarily of finite, that is, of exponential type. At that,
the function ℎ vanishes only at the points 𝜆𝑘 with the multiplicities 𝑛𝑘, and the functions 𝑔 does
at other zeroes of the function 𝑓 with the needed multiplicity. Let ℎ̃ be an entire function of
first order vanishing only at the points 𝜆𝑘,𝑗 with the multiplicity one. We consider the function

𝑓 = ℎ̃𝑔. By the choice of the function 𝜆𝑘,𝑗, Theorem in work [5] implies that 𝑓 is an entire
function of exponential type, whose conjugate diagram coincides with the conjugate diagram
of the function 𝑓 , that is, it is located in 𝐷. By construction, the function 𝑓 vanishes at the
points 𝜆𝑘,𝑗 with the multiplicity at least one. Thus, 𝑓 satisfies Conditions 1), 2), that is, ℰ(Λ)
is incomplete in 𝐻(𝐷). The opposite statement can be proved in the same way. The proof is
complete.

Hereafter we assume that the sequence Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 has the zero density �̄�(Λ) = 0. Let
us construct the aforementioned system of functions {𝑒𝑚,𝑗(𝑧)}.

Let 𝑈 = {𝑈𝑚}∞𝑚=1 be a partition of Λ into finite groups 𝑈𝑚. We renumber the terms of Λ.
The points 𝜆𝑘 in the group 𝑈𝑚 are denoted by 𝜆𝑚,𝑙, and their multiplicities are denoted by
𝑛𝑚,𝑙. The first index coincides with the index of the group, while the other ranges from 1 to

𝑀𝑚, where 𝑀𝑚 the number of the points 𝜆𝑘 in the group 𝑈𝑚. We let 𝑁𝑚 =
𝑀𝑚∑︀
𝑙=1

𝑛𝑚,𝑙. We shall

say that groups 𝑈𝑚 = {𝜆𝑚,𝑙}𝑀𝑚
𝑙=1 are relatively small if

lim
𝑚→∞

max
16𝑗,𝑙6𝑀𝑚

|𝜆𝑚,𝑗 − 𝜆𝑚,𝑙|
|𝜆𝑚,1|

= 0.

This implies easily that

lim
𝑚→∞

max
16𝑗,𝑙6𝑀𝑚

|𝜆𝑚,𝑗|
|𝜆𝑚,1|

= 1.

By the latter identity and the condition �̄�(Λ) = 0 we obtain

lim
𝑚→∞

𝑁𝑚

|𝜆𝑚,1|
= 0. (5)

Following work [6], by the system ℰ(Λ) = {𝑧𝑛 exp(𝜆𝑘𝑧)} we construct a new system of functions

ℰ(Λ, 𝑈) = {𝑒𝑚,𝑗(𝑧)}∞,𝑁𝑚

𝑚=1,𝑗=1. Let Γ𝑚 be a contour (simple closed continuous rectifiable curve)
enveloping the points of the group 𝑈𝑚 and

𝜔𝑚(𝜆) =
𝑀𝑚∏︁
𝑙=1

(𝜆− 𝜆𝑚,𝑙)
𝑛𝑚,𝑙 , 𝑚 = 1, 2, . . .

We let

𝑃𝑚(𝜆, 𝑧) =
1

2𝜋𝑖

∫︁
Γ𝑚

exp(𝑧𝜁)(𝜔𝑚(𝜁) − 𝜔𝑚(𝜆))

(𝜁 − 𝜆)𝜔𝑚(𝜁)
𝑑𝜁, 𝑚 = 1, 2, . . .
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This formula defines the known interpolation polynomial of degree at most 𝑁𝑚−1, whose values
and the derivatives up to the order 𝑛𝑚,𝑙 − 1 at the points 𝜆𝑚,𝑙 coincide with the corresponding
values of the function exp(𝑧𝜁) and of its derivatives, that is,

𝑃 (𝑛)
𝑚 (𝜆𝑚,𝑙, 𝑧) = 𝑧𝑛 exp(𝜆𝑚,𝑙𝑧), 𝑙 = 1, 2, . . . ,𝑀𝑚, 𝑛 = 0, 1, . . . , 𝑛𝑚,𝑙 − 1.

We let
𝑒𝑚,𝑗(𝑧) = 𝑃 (𝑗−1)

𝑚 (𝜆𝑚,1, 𝑧), 𝑗 = 1, . . . , 𝑁𝑚, 𝑚 = 1, 2, . . . (6)

Let 𝑈 be the trivial partition of the sequence Λ, that is, each group 𝑈𝑚 consists of one point
𝜆𝑚,1 = 𝜆𝑚). It is easy to see that the system ℰ(Λ, 𝑈) coincides with ℰ(Λ).

We consider also the system of the functions

𝑒′𝑚,𝑗(𝑧) =
𝑁𝑚∑︁
𝑘=1

𝑎𝑚,𝑗,𝑘𝑒𝑚,𝑘(𝑧), 𝑚 = 1, 2, . . . , 𝑗 = 1, . . . , 𝑁𝑚. (7)

We denote the set {𝑒′𝑚,𝑗}
∞,𝑁𝑚

𝑚=1,𝑗=1 by ℰ(Λ, 𝑈,A), where A = {𝒜𝑚}∞𝑚=1 and 𝒜𝑚 = (𝑎𝑚,𝑗,𝑘) is the

matrix of transition from {𝑒𝑚,𝑘}𝑁𝑚
𝑘=1 to {𝑒′𝑚,𝑗}𝑁𝑚

𝑗=1. We shall say that the system ℰ(Λ, 𝑈,A) is
normalized if max

16𝑘6𝑁𝑚

|𝑎𝑚,𝑗,𝑘| = 1, 𝑗 = 1, . . . , 𝑁𝑚, 𝑚 = 1, 2, . . .

For each convex domain 𝐷 ⊂ C we fix a sequence of convex compact sets 𝒦(𝐷) = {𝐾𝑝}∞𝑝=1,
which strictly exhausts it, that is, 𝐾𝑝 ⊂ int𝐾𝑝+1, 𝑝 > 1, int denotes the interior of a set and
𝐷 = ∪∞

𝑝=1𝐾𝑝.
Let Λ = {𝜉𝑚}∞𝑚=1 be a sequence of complex numbers such that |𝜉𝑚| → ∞ as 𝑘 → ∞ and 𝑒𝑚

are entire functions 𝑚 > 1. We shall say [7] that {𝑒𝑚}∞𝑚=1 is an almost exponential sequence
with the exponents {𝜉𝑚} if for each convex domain 𝐷 ⊂ C two conditions hold:
1) for each 𝑝 > 1 there exist a number 𝑎 > 0 and an index 𝑠 such that

sup
𝑤∈𝐾𝑝

|𝑒𝑚(𝑤)| 6 𝑎 exp(𝐻𝐾𝑠(𝜉𝑚)), 𝑚 > 1;

2) for each 𝑝 > 1 there exist a number 𝑎 > 0 and an index 𝑠 such that

𝑏 exp(𝐻𝐾𝑝(𝜉𝑚)) 6 sup
𝑤∈𝐾𝑠

|𝑒𝑚(𝑤)|, 𝑚 > 1.

Here 𝐻𝑀(𝜆) stands for the support function of the set 𝑀 , more precisely, for the complex
conjugation of the set 𝑀 :

𝐻𝑀(𝜆) = sup
𝑤∈𝑀

Re (𝜆𝑤), 𝜆 ∈ C.

Conditions 1) and 2) mean that the sequence {𝑒𝑚}∞𝑚=1 is some sense similar to the sequence of
the exponentials {exp(𝜉𝑚𝑧)}∞𝑚=1.

In view of identity (5), by Theorem 6 in work [8] we have the following statement.

Lemma 2. Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0 and 𝑈 = {𝑈𝑚}∞𝑚=1 be a partition of
Λ into relatively small groups. Then each normalized system ℰ(Λ, 𝑈,A) defined by the formulae
(6), (7) is an almost exponential sequence with the exponents {𝜆𝑚,1} (more precisely, with the
exponents 𝜆′

𝑚,𝑗, where 𝜆′
𝑚,𝑗 = 𝜆𝑚,1, 𝑗 = 1, 𝑁𝑚).

Let ℰ(Λ, 𝑈,A) = {𝑒′𝑚,𝑗}
∞,𝑁𝑚

𝑚=1,𝑗=1. We consider the series

∞,𝑁𝑚∑︁
𝑚=1,𝑗=1

𝑑𝑚,𝑗𝑒
′
𝑚,𝑗(𝑧). (8)

Lemma 2 implies immediately that for the above series, Theorem 3.1 from work [9] is true; the
Abel theorem for the series of exponential polynomials. In order to formulate, we shall need
some notations.
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Let 𝐸 be a set in C, Θ be a closed subset of the unit circumference S centered at zero. The
convex hull Θ of 𝐸 is the set

𝐸(Θ) = {𝑧 ∈ C : Re (𝑧𝜉) < 𝐻𝐸(𝜉), 𝜉 ∈ Θ}.
The convex hull Θ of a set coincides with its usual convex hull, more precisely, with the interior
of this convex hull if Θ = S. We also observe that the interior 𝐸 is located in 𝐸(Θ). According
Lemma 2.1 in work [9], the set 𝐸(Θ) is a convex domain.

Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1. By the symbol Θ(Λ) we denote the set of all partial limits of the
sequence {𝜆𝑘/|𝜆𝑘|}∞𝑘=1 except for the point 𝜆𝑘 = 0 if it is present. It is obvious that Θ(Λ) is a
closed subset of the circumference S.

Theorem 1. [9] Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0, 𝑈 = {𝑈𝑚}∞𝑚=1 be the partition

of Λ into relatively small groups and ℰ(Λ, 𝑈,A) = {𝑒′𝑚,𝑗}
∞,𝑁𝑚

𝑚=1,𝑗=1 be the normalized system.
Assume that the terms of series (8) are bounded on each compact set of a bounded set 𝐸 ⊂ C.
Then series (8) converges absolutely and uniformly in each compact set in the convex domain
𝐷 = 𝐸(Θ(Λ)).

Since Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 has the zero density, the system ℰ(Λ) is incomplete in the space 𝐻(𝐷)
for each convex domain 𝐷 ⊂ C. Indeed, the functional 𝜇 ∈ 𝐻*(𝐷), whose Laplace transform
is equal to

𝑓(𝑧) = exp(𝑎𝑧)
∞∏︁
𝑘=1

(︃
1 −

(︂
𝑧

𝜆𝑘

)︂2
)︃𝑛𝑘

(9)

vanishes at all functions of the system ℰ(Λ) and 𝜇 ̸= 0, 𝑎 is some point in the domain 𝐷.

By the incompleteness of ℰ(Λ), the system ℰ(Λ, 𝑈) = {𝑒𝑚,𝑗(𝑧)}∞,𝑁𝑚

𝑚=1,𝑗=1 possesses a biorthog-

onal sequence of the functionals {𝜇𝑚,𝑗}∞,𝑁𝑚

𝑚=1,𝑗=1 ⊂ 𝐻*(𝐷) for each convex domain 𝐷, that is,
𝜇𝑚,𝑗(𝑒𝑙,𝑝) = 1 if 𝑚 = 𝑙, 𝑗 = 𝑝 and 𝜇𝑚,𝑗(𝑒𝑙,𝑝) = 0 otherwise, see [10, Sect. 2].

Let 𝑎 ∈ C and a function 𝑔 ∈ 𝑊 (Λ, 𝑎) is expanded into a series converging uniformly on each
compact set in the open set 𝐸 ⊂ C:

𝑔(𝑧) =

∞,𝑁𝑚∑︁
𝑚=1,𝑗=1

𝑑𝑚,𝑗𝑒𝑚,𝑗(𝑧). (10)

By Theorem 1, this series converges uniformly on each compact set in the convex domain
𝐷 = 𝐸(Θ(Λ)). Hence, the coefficients are uniquely determined by the formulae 𝑑𝑚,𝑗 = 𝜇𝑚,𝑗(𝑔),
𝑚 > 1, 𝑗 = 1, 𝑁𝑚, where {𝜇𝑚,𝑗} ⊂ 𝐻*(𝐷) is the system of functionals biorthogonal to ℰ(Λ, 𝑈).

Let 𝑎 ∈ C. We shall say that the system ℰ(Λ, 𝑈,A) is a basis in the subspace 𝑊 (Λ, 𝑎) if each
its element 𝑔 is uniquely expanded into series (8), which converges uniformly on the compact
sets in the domain of the function 𝑔.

By Theorem 1, the convergence domain of series (8) is convex. This is in view of (5), by
Theorem 2.6 in work [10] we obtain the following result.

Theorem 2. Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0 and 𝑈 = {𝑈𝑚}∞𝑚=1 be the partition
of Λ into relatively small groups. If for some set of the matrices A = {𝒜𝑚}∞𝑚=1 the system
ℰ(Λ, 𝑈,A) is a basis in the subspace 𝑊 (Λ, 𝑎), then ℰ(Λ, 𝑈) is also a basis in 𝑊 (Λ, 𝑎).

Thus, by means of Theorem 2, the problem on existence of a basis in the subspace 𝑊 (Λ, 𝑎) of
form ℰ(Λ, 𝑈,A) constructed by relatively small groups is related to the basicity of a particular
system of functions ℰ(Λ, 𝑈).

Let us find out the conditions under which the system ℰ(Λ, 𝑈) is a basis in the subspace
𝑊 (Λ, 𝑎). In order to do this, we shall need a scalar characteristics of the sequence Λ called the
condensation index.
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Assume that the sequence Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 is partitioned into the groups 𝑈 = {𝑈𝑚}∞𝑚=1,
where 𝑈𝑚 = {𝜆𝑚,𝑣}𝑀𝑚

𝑣=1. We let

𝑞𝑚Λ,𝑈(𝑧, 𝛿) =
∏︁

𝜆𝑘,𝑣∈𝐵(𝜆𝑚,1,𝛿|𝜆𝑚,1|),𝑘 ̸=𝑚

(︂
𝑧 − 𝜆𝑘,𝑣

3𝛿|𝜆𝑘,𝑣|

)︂𝑛𝑘,𝑣

, 𝑚 > 1.

The absolute value of the function 𝑞𝑚Λ,𝑈(𝑧, 𝛿) can be interpreted as a measure of accumulation
of the points 𝜆𝑘,𝑣 ∈ 𝐵(𝜆𝑚,1, 𝛿|𝜆𝑚,1|), 𝑘 ̸= 𝑚, near 𝑧. If they are absent, we let 𝑞𝑚Λ,𝑈(𝑧, 𝛿) ≡ 1.
Following [11] and [10], we introduce the condensation index of the groups 𝑈𝑚 of the sequence
Λ:

𝑆Λ(𝑈) = lim
𝛿→0

lim
𝑚→∞

min
𝜆𝑚,𝑣∈𝐵(𝜆𝑚,1,𝛿|𝜆𝑚,1|)

ln |𝑞𝑚Λ,𝑈(𝜆𝑚,𝑣, 𝛿)|
|𝜆𝑚,𝑣|

.

We note that the coefficient 3 in the definition of 𝑞𝑚Λ,𝑈 is chosen just for convenience, see [11,
Rem. 1 to Thm. 5.1]. This ensures the inequality 𝑆Λ(𝑈) 6 0. If 𝑈 is the trivial partition, that
is, each group 𝑈𝑚 consists of one point, then 𝑆Λ(𝑈) coincides with the quantity 𝑆Λ introduced
in work [11]. The identity 𝑆Λ(𝑈) = 0 means that the groups 𝑈𝑚 are in some sense separated.

Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 have the zero density. Then the sequence {𝜆𝑘, 𝑛𝑘}∞𝑘=1 ∪ {−𝜆𝑘, 𝑛𝑘}∞𝑘=1

is a properly distributed set [3, Ch. II, Sect. 1]. Then the sequence is proper in the sense of
Definition 3.1 in work [10]. Then according Lemma 3.5 in work [10], we have the following
statement.

Lemma 3. Let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0. Then there exists a partition 𝑈 of
sequence Λ into relatively small groups such that 𝑆Λ(𝑈) = 0.

Now we are in position to formulate and prove a result solving the issue on the basis in the
subspace 𝑊 (Λ, 𝑎).

Theorem 3. Let 𝑎 ∈ C, Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0 and 𝑈 = {𝑈𝑚}∞𝑚=1 be the
partition of Λ into relatively small groups. The following statements are equivalent:

1) the system ℰ(Λ, 𝑈) is a basis in the subspace 𝑊 (Λ, 𝑎);
2) 𝑆Λ(𝑈) = 0.

Proof. Assume that Statement 1) is true. Let 𝐷 be a bounded convex domain containing the
point 𝑎. Then in view of 1), by the definition of the subspace 𝑊 (Λ, 𝑎) we find that each function
𝑔 ∈ 𝑊 (Λ, 𝐷) is uniquely expanded into series (10), which converges uniformly on compact sets
in the domain of the function 𝑔. In particular, it converges uniformly on each compact set in
𝐷.

Thus, Statement 2) in Theorem 3.1 in work [12] is true. According this theorem, the identity
𝑆Λ(𝑈) = 0 holds true.

Assume now that Statement 2) is true and 𝑔 is an arbitrary element in the subspace 𝑊 (Λ, 𝑎).
According the definition of 𝑊 (Λ, 𝑎), there exists a bounded convex domain 𝐷 such that 𝑔 ∈
𝑊 (Λ, 𝐷). Since �̄�(Λ) = 0 and 𝑆Λ(𝑈) = 0, Statement 5) in Theorem 3.1 in work [12] holds true.
According this theorem, the function 𝑔 is expanded into series (10), which converges uniformly
on compact sets in the domain 𝐷.

Let 𝐺 be an open set consisting of all points in the plane such that series (10) converges
uniformly in some neighbourhood of such points. Theorem 1 implies that 𝐺 is a convex domain.
The inclusion 𝐷 ⊂ 𝐺 holds. This is why the function 𝑔 is analytically extended into the domain
𝐺 and is represented by series (10) converging uniformly on compact sets in 𝐺. In particular,
𝑔 ∈ 𝑊 (Λ, 𝐺).

Let us show that 𝐺 is the domain of the function 𝑔. Assume the opposite, that is, there
exists a boundary point 𝑧0 of the domain 𝐺 and a number 𝑟 > 0 such that 𝑔 is analytically
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continued into the ball 𝐵(𝑧0, 𝑟). We fix an arbitrary point 𝑏 in the intersection of the domain
𝐺 and the ball 𝐵(𝑧0, 𝑟/2). Then the ball 𝐵(𝑏, 𝑟/2) contains a neighbourhood of the point 𝑧0
and lies inside the ball 𝐵(𝑧0, 𝑟).

Thus, the function 𝑔 is analytic in the ball 𝐵(𝑏, 𝑟/2). Since 𝑏 ∈ 𝐺, there exists 𝑟′ ∈ (0, 𝑟/2)
such that the ball 𝐵(𝑏, 𝑟′) lies in the domain 𝐺. By the belonging 𝑔 ∈ 𝑊 (Λ, 𝐺) this yields:
𝑔 ∈ 𝑊 (Λ, 𝐵(𝑏, 𝑟′)). The ball 𝐵(𝑏, 𝑟/2) is the sum of two balls 𝐵(𝑏, 𝑟′) and 𝐵(0, 𝑟′′), where
𝑟′ + 𝑟′′ = 𝑟/2. Therefore, by Theorem 12.1 in work [13], the function 𝑔 is approximated by
linear combinations of the system ℰ(Λ) in the ball 𝐵(𝑏, 𝑟/2), that is, 𝑔 ∈ 𝑊 (Λ, 𝐵(𝑏, 𝑟/2)).

As above, for the convex domain �̃� = 𝐵(𝑏, 𝑟/2), Statement 5) of Theorem 3.1 in work [12]
holds. According this theorem, the function 𝑔 is expanded into the series

𝑔(𝑧) =

∞,𝑁𝑚∑︁
𝑚=1,𝑗=1

𝑑𝑚,𝑗𝑒𝑚,𝑗(𝑧), (11)

which converges uniformly on compact sets in the domain �̃�. Therefore, in the intersection
𝐺 ∩ �̃� we have both representations (10) and (11). It has been mentioned above that the

system ℰ(Λ, 𝑈) = {𝑒𝑚,𝑗(𝑧)}∞,𝑁𝑚

𝑚=1,𝑗=1 possesses a biorthogonal sequence of functionals in each

convex domain and, in particular, in 𝐺 ∩ �̃�. This is why the representation by series (10)

is unique, that is, the identities 𝑑𝑚,𝑗 = 𝑑𝑚,𝑗, 𝑚 > 1, 𝑗 = 1, 𝑁𝑚, hold. This means that the

function 𝑔 is expanded into series (10) in the union of the domains 𝐺 and �̃�, which converges
uniformly on compact sets in 𝐺 ∪ �̃�. Since 𝐺 is a proper subset of the domain 𝐺 ∪ �̃�, this
contradicts the definition of the domain 𝐺.

Thus, our assumption is wrong, that is, 𝐺 is the domain of the function 𝑔. The proof is
complete.

Under assumption that Λ is partitioned into relatively small groups, Theorem 3 resolves
the problem on the existence of a basis in the subspace 𝑊 (Λ, 𝑎). Moreover, it describes all
appropriate (𝑆Λ(𝑈) = 0) partitions of Λ into relatively small groups.

Lemma 3 and Theorem 3 imply immediately the following statement.

Theorem 4. Let 𝑎 ∈ C and Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0. Then there exists a
partition 𝑈 of the sequence Λ into relatively small groups such that the system ℰ(Λ, 𝑈) is a
basis 𝑊 (Λ, 𝑎).

Remark. We have mentioned above that the space of analytic solutions to equation (2) with
the characteristic function 𝑓(𝜆) of minimal exponential type is embedded into the space 𝑊 (Λ, 0),
where Λ is the multiple zero set of 𝑓(𝜆); this is implied also by Theorem 6.1 in work [14],
where the problem on spectral synthesis was solved for the spaces of solutions to homogeneous
convolution equations. Therefore, Theorem 4 strengthens the aforementioned result by Valiron
in work [4].

Lemma 1 and Theorems 1 and 4 yield the following result.

Theorem 5. Let 𝑎 ∈ C and Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1. The following statements are equivalent:
1) each function in 𝑊 (Λ, 𝑎) has a convex domain;
2) �̄�(Λ) = 0.

Remark. Theorem 5 covers the aforementioned results by G. Pólya in works [1] and [2].

Let 𝑈 be the trivial partition of the sequence Λ. Then ℰ(Λ, 𝑈) = ℰ(Λ), 𝑆Λ(𝑈) = 𝑆Λ; the
quantity 𝑆Λ was introduced in work [11]. Therefore, Theorem 3 covers as a particular case the
following solution of the problem on the fundamental principle for the subspace 𝑊 (Λ, 𝑎).
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Theorem 6. Let 𝑎 ∈ C and Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0. The following statements
are equivalent:

1) the system ℰ(Λ) is a basis in the subspace 𝑊 (Λ, 𝑎);
2) 𝑆Λ = 0.

Remark. Theorem 6 is implied by Theorem 5.1 in work [15].

Now we are going to describe all possible bases in the subspace 𝑊 (Λ, 𝑎) for a fixed partition
𝑈 of the sequence Λ into relatively small groups.

Let the system ℰ(Λ, 𝑈,A) (where A = {𝒜𝑚}∞𝑚=1) be such that for each 𝑚 > 1 the matrix
𝒜𝑚 of transition from {𝑒𝑚,𝑘}𝑁𝑚

𝑘=1 to {𝑒′𝑚,𝑗}𝑁𝑚
𝑗=1 is non-degenerate. By the symbol ℬ𝑚 = (𝑏𝑚,𝑗,𝑘)

we denote the matrix inverse for 𝒜𝑚. We let

a(A) = lim
𝑚→∞

max
16𝑗,𝑘6𝑁𝑚

ln |𝑏𝑚,𝑗,𝑘|
|𝜆𝑚,1|

.

By Theorem 2.7 in work [10] we obtain the following result.

Theorem 7. Let 𝑎 ∈ C, Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0 and 𝑈 = {𝑈𝑚}∞𝑚=1 be a
partition of Λ into relatively small groups. Assume that the system ℰ(Λ, 𝑈) is a basis in the
subspace 𝑊 (Λ, 𝑎), and the system 𝐸(Λ, 𝑈,A) is normalized. Then the following statements are
equivalent:

1) the system ℰ(Λ, 𝑈,A) is a basis in 𝑊 (Λ, 𝑎);
2) a(A) = 0.

In conclusion we describe the space of the coefficients of series (10), or equivalently, of series
(8), representing the functions in the subspace 𝑊 (Λ, 𝑎).

Let 𝐷 be a convex domain in C, 𝒦(𝐷) = {𝐾𝑝}∞𝑝=1, 𝑎 ∈ C, let Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that
�̄�(Λ) = 0 and 𝑈 = {𝑈𝑚}∞𝑚=1 be a partition of Λ into relatively small groups. We introduce the
Banach spaces of complex sequences:

𝑄𝑝(Λ, 𝑈) = {𝑑 = {𝑑𝑚,𝑗}∞,𝑁𝑚

𝑚=1,𝑗=1 : ‖𝑑‖𝑝 = sup
𝑚,𝑗

|𝑑𝑚,𝑗| exp𝐻𝐾𝑝(𝜆𝑘) < ∞}, 𝑝 > 1.

By the symbol 𝑄(Λ, 𝑈,𝐷) we denote the projective limit of the spaces 𝑄𝑝, 𝑝 > 1, and the symbol
𝑄(Λ, 𝑈, 𝑎) stands for the inductive limit of the spaces 𝑄(Λ, 𝑈,𝐷) over all convex domains 𝐷
containing the point 𝑎.

We define the operator B acting on the space 𝑄(Λ, 𝑈, 𝑎) with values 𝑊 (Λ, 𝑎) by the rule: a
sequence 𝑑 = {𝑑𝑚,𝑗} ∈ 𝑄(Λ, 𝑈, 𝑎) is mapped into the sum 𝑔(𝑧) of series (10) if it converges in
the topology of some space 𝐻(𝐷).

Theorem 2.2 in work [10] implies the following result.

Theorem 8. Let 𝑎 ∈ C, Λ = {𝜆𝑘, 𝑛𝑘}∞𝑘=1 be such that �̄�(Λ) = 0 and 𝑈 = {𝑈𝑚}∞𝑚=1 be a
partition of Λ into relatively small groups. Then the following statements are equivalent:

1) the system ℰ(Λ, 𝑈) is a basis in the subspace 𝑊 (Λ, 𝑎);
2) the operator B is an isomorphism of linear topological spaces 𝑄(Λ, 𝑈, 𝑎) and 𝑊 (Λ, 𝑎).
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