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UNIQUENESS OF THE RENORMALIZED SOLUTIONS
TO THE CAUCHY PROBLEM FOR AN ANISOTROPIC
PARABOLIC EQUATION

F.KH. MUKMINOV

Abstract. We consider the Cauchy problem for a certain class of anisotropic parabolic
second-order equations with double non-power nonlinearities. The equation contains an
“inhomogeneity” in the form of a non-divergent term depending on the sought function and
spatial variables. Non-linearities are characterized by N-functions, for which As-condition
is not imposed. The uniqueness of renormalized solutions in Sobolev-Orlich spases is proved
by the S.N.Kruzhkov method of doubling the variables.
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1. INTRODUCTION

In a layer DT = (0,T) x R™, n > 2, we consider Cauchy problem for the equations of the
form

(B(z,u)); = diva(z, u, Vu) + b(t, z,u, Vu), a = (a,...,a,), .
Bz, u(0,x)) = Bz, up(x)), (1.2)

where (x,u) is a non-decreasing and continuous w.r.t. u function measurable w.r.t. x.
As a model example of the considered equations, the equation

(B)e =Y (Bi(us,) + ¥i(2))s, + () (1.3)
i=1
serves, where B; are N-functions (see [1]).
In work [2] P.A. Raviart showed first the existence of a solution with a double nonlinearity:
(Jul"2u)e = 3 (s,
i=1
in a bounded domain DT = (0,T) x Q.

A. Bamberger [3] proved the uniqueness of solution to equation (L4) in the case, when
a € (1,2) under the assumption (3); € L(DT), ug = 0. However, he did not succeed to prove
the existence of such solution for a € (1,2).

H.W. Alt, S. Luckhaus [4] proved the existence and the uniqueness of the solution to the
equation (8(u)); = diva(B(u), Vu) in the case a > 2 under the assumption (3); € L;(D7T).
Similar results for equation (LI written in another form were established in [5, [6]. The

P2y, Ve, + f(t, 1), a,p>1,Vug(z) € Ly, (1.4)
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condition (B); € Li(DT) was weakened to 8 € Li(D7T) in work by F. Otto [7] in the proof the
uniqueness of the solution.

In work [8] authors showed that it is necessary to extend the notion of a solution in the
case of the equation Ayu = F(z,u) in L; with data sup, . F'(z,u) € L1oc(). Namely, they
considered entropy solution of the Dirichlet problem for an elliptic equation and proved the
existence and uniqueness. Authors point out that instead of the entropy solution introduced
first by S.N. Kruzhkov [9] for first order equations, one can consider also renormalized solutions.
The notion of the renormalized solution was introduced first in work by R.J. DiPerna and P.-
L. Lions [I0] in studying Cauchy problem for Boltzman equation.

D. Blanchard and F. Murat [I1] proved the uniqueness of the renormalized solution to the
equation u; — diva(t, z, Vu) = f. For the same equation, A. Prignet [12] proved the uniqueness
of the entropy solution and showed its equivalence to the renormalized solution.

A much stronger statement, the uniqueness of the renormalized solution to elliptic-parabolic
problem for the equation with power nonlinearities (5(u)); = diva(u, Vu) was formulated by
J. Carrillo, P. Wittbold in [I3] but the proof has an essential gap. The proof employs the
method of doubling variables proposed by S.N. Kruzhkov in [9].

In the present work by the method of doubling variables we prove the uniqueness of the
renormalized solution to Cauchy problem (LLT),(L2) with non-power nonlinearities determined
by N-functions.

In work [14], S.N. Antontsev and S.I. Shmarev proved the existence and uniqueness theorems
for the generalized solution of Dirichlet problem for parabolic equations of the form (LI]) in
particular case = u, a = ©"®®Vu. The uniqueness of the renormalized solution to the first
mixed problem in a bounded domain for isotropic equation (LT]) with non-power nonlinearities
was proved by H. Redwane in [I5] under the strong restriction 0 < ¢ < g < C(K), V.0, <
C(K), |u] < K. Under the same restrictions, the existence of the renormalized solution was
proved in work [I6]. The existence and uniqueness of the renormalized solution to the first
mixed problem in a bounded domain for equation (ILI)) with 8 = u and variable nonlinearities
was proved in works by Ch. Zhang, Sh. Zhou [I7] and by M. Bendahmane, P. Wittbold [18].

In works [19], [20], there were considered equation of the form (ILI]) with non-power nonlin-
earities in a cylindrical domain with an unbounded base under the assumption that the initial
function belongs to some Sobolev-Orlicz space. In [19], as b = 0 and ], is bounded in the
vicinity u € (=9, ), the existence of a solution to a model equation was proved and power in
t upper and lower bounds for the decay rate of a solution were established for large ¢t. In [20]
there was proved the existence of a generalized solution to the first mixed problem under the
condition of a strong monotonicity (i.e., of the whole operator in the right hand side of the
equation). In the case of power nonlinearities, sharp estimate for the decay rate of a solution
to an anisotropic parabolic equation with a double nonlinearity were established in [21].

2. FUNCTIONAL SPACES AND MAIN ASSUMPTIONS

Here we define functional spaces used in the work and provide some known facts from the
theory of Sobolev-Orlicz spaces (see also [22]).
We introduce the following notations:

(F(t)) = / F(t, )dz, [F] = / F(t, 2)dudt,
Q DT
where, as a rule, 2 = R", but other domains are also possible. The value of a generalized
function o on an element ¢ € C5°(DT) will be written as o(¢) = (0, @) pr.
For convex domains B(s), s > 0, the function

B(z) = sup(s|z| — B(s))

s=>0
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is called additional. The following property of the additional functions
25| < B(2) + B(s)
is obvious (Young inequality). A convex function B(s), s > 0, is called N-function if

lim B(s)/s =0, lim B(s)/s = 0.
s—0 $—00

We shall say that N-function B(s) satisfies Ay-condition if there exist numbers s,k > 0
such that B(2s) < kB(s) for all s > s.

In the present work we do not assume that the used N-functions satisfy As-condition.

All constants in the work are positive.

By Lp(Q) we denote the Orlicz space corresponding to N-function B(s) with the Luxem-
bourgh norm

. ulxr
lullne = lullng =t § 1> 0: [ 5 () o <1
Q

In what follows as ), domains R", D” and others can serve, at that, subscript Q = R" can be
omitted.

By Lipg(Q) we denote the space of Lipschitz functions with a compact support lying in
Q. The closure of space Lipy(Q) in Lp(Q) will be denoted by Ep(Q). We define anisotropic
Sobolev-Orlicz spaces Wig(R™) as the set all the elements 6 = (v1,va,...,v,) € [[1_; Ls,(R"),
for which there exist sequences ¢, € Lipo(R"™) such that Vi, — 6 weakly as sequences of
functionals on [ [}, E,(R™). We shall assume the following condition for the set of N-functions
B;: for each 0 € Wig(R™), there exists a potential v € Ly 1oc(R™) such that Vv = 6. A sufficient
condition for this is the existence of N-function G such that for all ¢ € Lipg(RR™) the inequality

lollzo@n) < Y el .re (2.1)
i=1

holds true. Indeed, as one can see easily, under the weak convergence V,,, — 6, this inequality
implies *-weak convergence ¢,, — v € Lg(R") and identity Vv = 6. We note that inequality
of the form (2.1]) was established in work [23] under the assumption that the following integral

1

[ 2 as. )= L (5760
converges.

Space Wig(DT) with the norm

n
lullwyory = Y Il
i=1

is introduced by analogy with one described above and in what follows we denote it by X.

Let x(P) stand for a logical function being 1 as P is true and 0 as P is false.

We provide the conditions for the functions involved in equation (IIl). Function ((z,u)
B(x,0) = 0, satisfies Carathéodory condition and does not decrease in u. Functions a;(z,u, s,)
s € R" satisfy Caratheodory condition as well.

We suppose the existence of a continuous function C'(R, N) such that

B;,DT
b
b

Bi(ai(z,r,p)) < C(R,N)(1+ 5(p)),S(p) = Z Bi(pi); (2.2)

(a(z,r,p) —alz,7,q)) - (p — q) + C(R,N)(1 T S(p)+S(@)lr =71 >0 (2.3)
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for all r,7 € [-N, N], p,q € R", |z| < R. This condition is similar to the condition in work
[13] with continuous functions C'(N) and vector functions I', T":

(a(r,p) —a(7,q)) - (p — q) + C(N)(1 + |p* + |q|*)|r — 7] = T(r,P)p + T(r,7)q,
for all r,7 € [-N, N], p,q € R™.

3. FORMULATION OF MAIN RESULTS

We introduce the functions

k if o>k, 0 if r>1,
Tp(v)=<v if|v| <k, niry=<1—-r if0<r<1,
—k ifv < —k; 1 if r < 0;

Ho(r) =1 —=n(r/e).

Definition 1. A renormalized solution to Cauchy problem (L1I), (L2) is a measurable func-
tion u : DT — R such that

]') 6($’,U) GLl(DT)a f(t,l‘) Zb(t,x,u,Vu) ELl(DT)a
2) Ti(u) € X forall k>0
and function A(t,z) = a(x,u, Vu) satisfies the conditions

for all h € Lipy(R), € € Cy((—=1,T) x R™) the identity holds:

u

& / W(r)dB (1) + € fh(u)] = [A - V(h(w)E)); (3.1)
[X(u;z < |ul <Km+1)|A-Vu|] = 0 as m — oo; (3.2)
Ix(Ju] < KA, 2)|x(m < || <m+1)] = 0 as m — oo;

11
iy / (n(lz] — N)|B(x, u(t)) — Bz, up)|)dt = 0. (3.4)

for all k, N > 0.
Remark 1. Stiltjes integral in formula (B.1)) is calculated for fized x.
Remark 2. [t follows from conditions (2Z2) and 2) that
Bi(ai(w, u, Vu))x(lul < k)x(lz] < R) € Li(D"). (3.5)

We introduce the multi-valued function: sign™r = 1 as r > 0, sign™r = 0 as r < 0 and
signtr = [0,1] as r = 0; ™ = max(r, 0).

Theorem 1. Assume that conditions (2.2)) and (2.3]) hold true. Let fori = 1,2, the functions
uo; : R™ — R are such that f(x,uy) € L1(R™). Let u; are renormalized solution to Cauchy
problem (L)), (L2) with ug;, b;. Then there exists a function G(t,z) € signt(u; — ug) such
that for all a(t) € Lipo(—1,T), a(0) =1, o > 0 the inequality

—[o/ (B, ur(t)) — Bl ua ()] < ((B(x, uor) — B(x,u02)) ") + [aG(fi — fo)], (3.6)

holds true, where f; = b;(t,z,u;, Vu;). In particular, if B(x,uy) = B(z,u), by = b = b(x,u)
and function b(x,u) does not increase w.r.t. u, then B(x,uy) = B(x,us).
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In what follows we provide Lemma [Il which implies easily that a generalized solution satis-
fying condition (3.3)) is renormalized.
As a generalized solution to Cauchy problem (L), (L2)) with 5(z,ug) € Li(R™), we call a
function v € X such that
B(xv u) € Ll(DT)7 f(t7 l‘) = b(t7 T, u, vu)agi(a'i(xv u, vu)) S Ll(DT)v

satisfying condition (B4]) and identity

n

(B(a,u) = Bz, uw0))pu + fo] = ) _laipa]
i=1
for all p € CL((—1,T) x R™). In particular, the last relation yields that 3(x,u); € X'+ Li(DT).
The following lemma is close to the corresponding statement in work [I3]. In distinction to
[13], in the present work domain 2 = R" is unbounded and this is why for the completeness of
the presentation, in the appendix we prove it.

Lemma 1. Let u € X be a generalized solution to Cauchy problem (LII), (L2). Then

u

(B, u) = Bz, u0)) (h(u)p)d] = [sot/h(r)dﬁ(%r)] (3.7)

uo

for all h € Lipy(R) and ¢ € C((—1,T) x R").

4. AUXILIARY STATEMENTS

We provide some notations which will be employed later in the doubling variables method.

We let x(f # 0Ae) = x((f Z0)A(f # ), x(f =0Ve) = x((f =0) V(] =¢e)),
where as f, various functions can serve and ¢ > 0. Let p, be the averaging kernel in R",
(pm) =1, |pm| < Cm", pp(x) = 0 as m|z| > 1. For a measurable function v we let x,,(z,v) =
(pm(z —y)x(0 < v(y) < €))y, K(z,v) := ngr;o Xm(x,v). The limit exists almost everywhere in

R™ and 0 < K(z,v) < 1. In the cases when the dependence of function K on the arguments is
inessential, we shall not write them.
We recall that x is called a Lebesgue point of a summable function v if

Tim m"x(mle — y| < DJo(y) - v(@)])), = 0.
Lemma 2. If z is a Lebesgue point of a bounded in R™ measurable function v, then
K(z,v)x(v(z) #0Ae) = x(0 <v(x) <e), € >0.
Proof. Let us find §(z) > 0 such that

X(0 <w(y) <e)x(oly) —v(@)] <d)x(v(z) #0Ae) = x(0 <v(z) <e)x(Jv(y) —v(z)] <),
for all y € R™. Since x is a Lebesgue point of function v, then

Tim (p(z = y)x(o(y) = v(@)] = 6))y < lim (pm(z = y)lo(y) — v(2)/6)), = 0.
Therefore,
Tim X, 0)X(0(0) £ 0 A 2)

= lim {pm(z = y)x(0 < v(y) < e)x(|v(y) —v(@)| < §)yx(v(z) #0Ae€)

m—0o0

= lim {(pn(z = y)x(Jo(z) —v(y)] <)x(0 < v(z) <) = x(0 <v(z) <e).

m—0o0

In the next statement, €2 is an arbitrary domain in R™ (it is possible that 2 = R").
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Lemma 3. Let vy, vy be bounded in Q2 measurable functions and f € C§(2), g € L1 10c(2).
Then
tim ({pm(z = y) f()g(2)x(0 < v1(y) = v2(7) < €))y)a
=(K(z,v1 — vo(x)) f(2)g(x)x(v1(z) — v2(2) = 0V E)y

+ (f(@)g(2)x(0 < v1(x) = va(2) < €))a-

Y

T

Proof. We have:

((om(z —y) f(1)g(2)x (0 < v1(y) — va(z) < €))y)a
=((om(x = y))(f(y) = f(2))x(0 < v1(y) — va(x) < €))yg())a
+ (X (2, 01 = 02(2)) f(2)g(2))e = I + L.

In view of the continuity and boundedness of function f, by the Lebesgue theorem on the
majorized convergence,

Tim [B] < Tm (o (@ = 5)|£() — F@)]),lg()]ha = 0.
Letting then A(z) = v1(z) — ve(z), we have
I = (Xm(@, 01 = 02(2)) f(2)g(x) (X (A # 0N ) + X(A =0V e)))s = o1 + Lo
It remains to note that by Lemma [2
Tim Doy = T {2, 00— 12(2)) () ()(X(A # 0 A <)),
=(f(2)g(x)x(0 < vi(x) — v2(x) < €))s-
]

Remark 3. By passing to the limit, we establish Lemma[3 also for functions f € Ep(2),
g € L5(Q) for arbitrary N-function B.

Remark 4. Lemmal3 remains true as € = oo and Q2 = (0,7T).

Lemma 4. Let u;, i = 1,2, be a renormalized solution to Cauchy problem with initial
functions uy; and A; = a(x,u;, Vu;), fi = bi(t,z,u;,Vu;). Then there exists a function
G(t,z) € sign™(u; — uz) such that

- [x(ul = sl [ BB+ > ) ((h() A~ —h(us) ) - U -

+ [x(ur > ua)§ (R (ur) Ay - Vg — B (ug) As - Vug)] < [EG(M(ur) fi — h(uz) f2)]
for all non-negative h € Lipy(R) and non-negative & € Lipy((0,T) x R™).

Proof. We choose two different pairs of variabls (¢, x), (s,y) and we consider functions u;, A,
f1 as functions of (s,y) and ug, Ay, fo as functions of (¢,z). Let p,, be the averaging kernel in
R™, 0; be the averaging kernel in R. We let

pim(2) = pin(t, @, 8,9) = pm(x —y)a(s — 1), Gm(2) = &L, ) pim(2).
We substitute function h(r)H.(r — us(t, x)) in definition (BI]) of renormalized solution wu,
instead of h:

u1

[(&m)s/h(T)Ha(T—Uz(tﬂf))dﬁ(y, r) + &im fuh(ur) He(ur — ua(t, 7))y

= [Ar - Vy(h(w) He(uy = ua(t, 7)€ )]sy
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For uy a similar relation

u2

{(&m)t/h(r)Hs(ul(s,y) = 7)dB(,7) + Eim fah(uz) He(ur (s, y) — u2)

= [A2 : Vﬂc(h(UZ)Ha(ul(s’y) - Uz)flm)]t,x

holds true. Integrating these relations in (¢,z) and (s,y), respectively, and calculating their
difference, by using the notation {g} = [+ _,r gdtdzdsdy we obtain

t,x

{(&m)s / h(r)H.(r — u)dB(y, 1) — (&m)s / h(r)H.(u1 — r)dB(z,7)}
+ {&m e (ur — u) (filh(ur) — foh(us))} (4.2)

= {(h(u1) A1 — h(uz)Az) - (Vo + V) (He(ur — uz)&m) }
—+ {(h'(ul)Al . Vyu1 — h/<u2)A2 . vaQ)HE(Ul — u2)£lm}-
In the last relation we used the identities of the form {h(ui)A; - Vi (He(ug — ug)&m)} = 0.
We denote two integrals in the left hand side by I, Io and I3, I, stand for the integrals in

the right hand side. For these integrals we make the passages to limit in the following order:
m — 00, € — 0 and [ — oco. In particular, for I, we have

lim I, = [/f(tal’)glx(ul(safﬁ) > ua(t, @) (frh(u1) — f2h(uz))ds]iq.

By Lemma Bl with ¢ = co and interval (0,7") instead of € we obtain
lim I =[€(t, @) (K1 (1, 2,01 = uo)x(un = ug) + x(ur > uz))(fih(w)

— fah(u2))]ee = [§(t, 2)G(fih(ur) — foh(u2))]iz-
Here we used the notation G = Kyx(u; = us) + x(u; > ug), where K; is a function in Lemma

Bl
In the same way, taking into consideration that the gradient vanishes almost everywhere on
the level set of the function,

lim Iy = [x(ug > ug)&(h'(uy)A; - Vuy — W' (uz) Az - Vug)). (4.4)

m,e,l

(4.3)

We proceed to [;. Consider the integral

ul

J ={(Em)s / B(r)Ho(r — un)d(B(y, ) — Bz, 7))}

uo1
ul

—{(Em)s / WP H.(r — us)d(8(y,r) — B, 7))}

u2
u2

(€ / WP Ho(r — us)d(8(y, ) — B, 7))} = Jy + Jo.

uo1

It is clear that J, = 0 since flm’ZZoT = 0 for sufficiently large [, while the other factor in integral

is independent of s. We let ®(y,v,k) = [ h(r)H.(r — k)dS(y,r). Then
k

J1 :{(glm)s(q)(yaula'l@) - (I)(l‘, uy, UQ))}
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={(&im)s(P(y, ui(s,y), ua(t, x)) — P(y, ui(s,y), ua(t, y)))}
+ {(&m) s (@(y, ui(s,y), ua(t, y)) — P(x, ui(s, ), ua(t, v))) }
+ {(&im)s(P(x, ua (s, ), u2) — ®(w,us(s,y),u2)) } = Ju + Ji2 + Jiz.

In view of the boundedness and continuity of function ® w.r.t. the second and third arguments

lim Jll = lim Jlg = lim J13 = 0.

Since (05 + O;) pim = 0, then
ul

lim I; = lim(I; — J) = lim ({(ézm)s/ h(r)H.(r — ug)df(x,r)}

m,e,l m,e,l m,e,l
u2
u2

— (&) / W) H(ur — r)dB(x.7)}) (4.5)

— (> u)ée / W(r)dB(, 1))ss

It remains to consider I3. We have

={opmHe(ur — uz)(h(u1) A1 — h(uz)Az) - V(1 x) }
+1/e{x(0 < uy — ug < €)&um(h(ur) Ay — h(uz)As) - (Vyus — Vyug)}
=131 + I3.

It is obvious that

m,e,l

Employing Fubini theorem and Lemma [3] we establish that

T
lim I3 — 1/5/ds[x(u1(s, x) —ug(t,x) =0Ve)K(z,u; — us)
m—r0o0

0

T
X ggl(h(ul)Al — h(UQ)AQ) . Vx(ul — 'U/Q)]t’x = n’lbl—rgo 132 = l/e/ds
0

X [x(0 < ui(s,z) —ua(t, ) < e)éo(h(ur)Ar — h(uz)Asz) - Vi(ug — ug)l.

We denote by M the last expression. By ([£.2)—(4.0) it is sufficient to show that lim inlf M > 0.
g,
In order to do it, we note the identity

M :l/e/ds (0 <uy(s,z) —us(t, ) < e)or((h(ur) — h(ug))Ay
h(ug)(Ay — Ag)) - Vau(uy — ug)|ee = My + Mo,

in which both the integrals in the right hand side are well-defined. Indeed, since functions u,
uo are close on the integration set, cutting of one function implies the cutting of the other.
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Let number N > 0 be such that supp h C (=N, N). Then for sufficiently small £, employing

(22), we obtain

T
M, < /ds (0 < uy(s,x) —us(t,x) < e)ég
0

x Ly, Z B;' N)(A+ S(VTx (u1) (T (ur)a| + [T (u2)a;)]eas

where Ly = suph/, R is the radius of the support of function £. For a fixed [, employing Young
inequality, we establish that the integrand in the last integral belongs L;((0,T) x DT) and this
is why integral M; tends to zero as ¢ — 0. For the remaining part, in view of condition (2.3)),
we have

T

1/5/ds[x(0 < ui(s) —us(t) < e)lorh(uz)(Ar — As) - Va(ug — us)]

> — l/e/ds[x(O <ui(s,x) —us(t,x) < €)éoih(uz)C(R, N)

X (1+8(VTn(ur)) + S(VaTn(u2)))|ur — usllse = Mo
Arguing as above, we obtain that lir% My = 0. The proof is complete. O
e—

5. PROOF OF UNIQUENESS THEOREM

Let uy, us be renormalized solution to problem (LT]),(L2]) with initial functions wug, uge
and functions by, by in the right hand side. We substitute function £(t,z) = a;(t)n(|x| — N),
ay(t) € Lipg(0,T), h(r) =n(|r| —m) into [@I]). The obtained inequality can be written in the
form

I+ 1, + 13 < 1. (5.1)
We let oq(t) = a(t)(1 —n(it)), a(t) € Lipo(—1,T), 0 < a(t) < 1, a(0) = 1. We pass to the
limit in (51 as [ — 0o, N — 00, m — oo in each of the integrals. For the second integral in
the left hand side we have

[Ta] < [(x(lwa] < m+ D] A | + x(Juz| < m+ DA )x(N <[] < N +1)].
Employing (8.3), we establish that lln]? I, = 0. For I3 we have

3| =[[Ex (ur > ug) (W' (u1) Ay - Vuy — B (ug) Az - Vug)]|
<x(m < |u| <m+1)[Ar - Vu[] + [x(m < |uo| < m +1)[Az - Vusl].

In view of (B.2)), two integrals in the right hand side tends to zero as m — oo. Thus, I3 — 0.
Consider integral I;. We assume first that «(t) =1 as |t| < §. Then for I§ > 1 we have

u1

Iy = = [x(wr > up)a’(t)(1 — n(lt))n(|z] — N) / h(r)dp(z, )]

uz

1/1 uy

— l/(x(ul > ug)n(|x| — N)/h(r)dﬁ(x,r»dt = Iy — L.

0 u2
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We introduce the notation ®y(x,v) = n(|z| — N) [ h(r)dB(z,r). Then
0

1/1
]12 = l/<(‘1>N(fE,U1) — (I)N(ZL',UQ))+>dt.

It is obvious that

((IJN(x,ul) — (I)N($,U2))+ <(<I>N(x,u1) — (I)N(ZL',ulo))+
+ ((I)N(l‘, Ulo) — (I)N(IL',Ugo))+ + ((I)N(ZL‘,Ugo) — (I)N(IL',UQ))+.

Therefore,
Ly — (P (2, u10) — ‘DN(Luzo))Jr)
1/1
< l/((CIDN(:c,ul) — Oy (z,u10))" + (P (w,uz0) — Dy (z,us))T)dt.
0
Then

1/1 1/1

l/(((I)N(:p,ul)—@N(x,ulo))+>dt<l/ (Jz| - )/ rdB(z, )

0

1/1

< / (2] — N)|B(z, ur) — Bz, uro))dt.

0

This is why by (B.4]), passing to the limit as [ — oo, N — oo in integral I;, we get

ul u1o0

lim I > — [x(u; > ug)a'(t)/h(r)dﬁ(x,r)] — (x(u10 > ug) / h(r)dp(z,r)).

I,N
u Uu20

Thus, the triple passage to the limit in (5.I]) completes the proof of inequality (B.6]) of the
theorem. The passage to the limit to function a of general form is obvious.

Let us prove now that (B3.6) implies the uniqueness of the renormalized solution to Cauchy
problem. Indeed, the non-increasing of function b(x, u) in u implies the inequality G(f;—f2) <0
and this is why as «a(t) = n(t/T)n(—t), by B.6) we obtain that [(8(x,u;) — B(x,uz))*] <0
or B(z,uy) < B(x,uy) almost everywhere in DT. Swapping u; and us, we obtain the opposite
inequality, i.e., B(x,u;) = S(z,usz). This completes the proof of the uniqueness.

It is easy to see that the uniqueness holds true also under weaker conditions for the renor-
malized solution:

B(z,u) € Li1oe(DT), f(t,z) = b(t,z,u, Vu) € Ly 10.(D7T).

6. APPENDIX

The proof of Lemma [ is implied easily by the following statement.

Lemma 5. Letv € X, B(x,v) be a Carathéodory function non-decreasing w.r.t. v, ﬁﬁ, 0) =
0, B(z,v) € Lijoe(DT) and vy : R — R, [(z,v0) € L11oc(R™). Let w € X'+ Ly 10c(DT) and
the inequality

[(B(x, ) = B2, v0))p1] = (vesp. <)(w, @) pr (6.1)
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holds true for all non-negative p € C3((—1,T) x R™). Then

v

o / W(r)dB(z, )| > (resp. <)(w, hv)g)pr (6.2)

vo
for all non-negative h € WL (R) and p € C3((—=1,T) x R™).

Proof of Lemma[3. Since |fvh(r)d6(x,r)| < ||h]|oo|B(z,v) — B(z,v0)], then fvh(r)dﬁ(:p,r) €

vo Vo

L1 10c(DT) and the integrals in (6.2]) are well-defined. It is sufficient to prove one of the inequal-
ities of the lemma, since if v satisfies the first inequality in (6.1I), then —v satisfies the other

with the replacement 5(x,r) = —f(z, —r), v9p = —vp and w = —w, respectively.
If the first inequality (6.1]) holds true, it is also valid for non-negative functions ¢ € Y,

T
Y =<t z)= /z(s,x)ds|z € X N Loo(DT), supp 2 is compact

t

that can be established easily by passing to the limit.
We first assume that A > 0 does not decrease, h € W (R). It is clear that

s

/ h(r)dB(x, 7) < h(s)(B(z, ) — Bz,r)

T

for almost all r, s € R and almost all x € R™. Therefore, for all £ > 0

v(t)

/ h(r)dB(a, ) < h(o(t)(B(z, v(t) — Bz, v(t — 1)), (6.3)
v(t—n)

v(t)

/ h(r)dB(z,r) = h(v(t —n))(B(x, v(t)) = Bz, v(t —n))) (6.4)

v(t—n)

almost everywhere in R™, where we let v(t) = v as t < 0. Let ¢ € C}((—o00,T) x R™), ¢ >0,
t+n

then ¢ = h(v)p € X. We note that for each small n > 0 the function (,(¢t) = 1/n [ ((s)ds,
t

G;(T) = 0 belong to space Y. This is why we can subsitute ¢, into (6.1). In accordance with
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(6.3), we write the chain of relations
(w, Cy)pr <[()e(B(z, v) — B(z, vo))]
= [ €l m = OBl o) = Ao, )t

-/ (0B vt = ) = A, v(e)dod

Dl (6.5)

_ / @MUQ»W,U@W))—ﬁ<x,v<t>>>

N

v(t—n) v(t)
o(t) et +n) = e(t)
/ o / h(r)dB(x, r)dzdt = { p /h(r)dﬁ(af,r)]-

DT o(t)

Vo
Since functions ¢, = ¢ = h(v)e in X, (et + 1) — ¢(t))/n = ¢i(t) in Loo(DT) as n — 0 and

[Cnaf] = [ga f—n] — [ga f]avf S Ll,loc(DT)7

by passing to the limit in (6.5) we obtain (6.2)).
Now assume that h > 0 does not increase. Let vy, € X, B(z, vom) = B(z,v0) in Ly j0c(R™)

as m — oo and let m be fixed in following calculations. Substituting h = —h(r) into (6.4]), we
have
v(t)
/ h(r)dB(z, r) < h(v(t —n))(B(x, v(t)) — Bz, v(t —n))) (6.6)
v(t=n)

for almost each t > 0, as n > 0, where as t < 0 we define v(t) = vo,,. As above, { = hy(v)ep.
¢

Therefore, for small > 0 the function ¢_,(t) =1/n [ ((s)ds, (_,(T) = 0 belongs to space Y.
t=n

This is why we can substitute (_, into (6.I)). Employing (6.6]), we write the following relations

(0, Co)or <UC_ (Bl v(t)) — Bl v0))] = [%(g(t) (=) (Bl v(t)) — Bla,w))
1 1 /
_ [gqt (Bl olt - ) - Bla. v<t>>>} = / (= m) (B, vom) — Bla, vo))dt
i v(t—n) 0
< |2t . D[ st r>] = 2 [t (3. vom) — B, v
v(t) -n

1 / () (Vo) (B, vom) — Bz, v0)) .
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We note that

1 0 VOm VOom

5[@@/MVMMMMW#M®/MWM@M>
1 0 VOom

+3/«ww—wmg/mvmeMMt

where the last integral tends to zero as n — 0. In the same way we have
0

%/(@(t)hl(vt)m)(ﬁ(%%m) — Bz, v0)))dt = {p(0)h (vom ) (5, vom) — B2, vo)))
+ %/((@(t) — ©(0)) b1 (vom) (6(, vom) — B(x,v0)))dt,

where the last integral tends to zero as n — 0. Now, employing that (_,, — hi(v)p in X and
(o(t+n) —(t))/n = @i(t) in Loo(DT) as n — 0, we obtain

v Vom

(w, hy(v)@) pr <[90t/h1(7“)d5(93,7“)]+ {#(0) / ha(r)dp(z,r))

= {0 (0)vom) (B(2; vom) — B(2;v0)))-

Since S(z, vom) — B(x,v0) In Ly 10c(R™), after the passage to the limit m — oo, by the bound-
edness of function h; we obtain (6.2]) in the case of a non-increasing h;.
We rewrite (6.2) as

(@, %) pr < [tn(B(, v) = B, w0))] (6.7)
where @ = why (v) f hi(r)dB(x,r). Inequality (6.7)) established for ¢ € CJ((—1,T) x

R™), by the passage to the hmlt is extended for functions ¢» € Y. In particular, as it was shown
above, for a non-decreasing function hs by (6.7) we obtain the inequality

(2

(@, ha(0) ) pr < %/mmﬁmm

Vo

for each function ¢ € C}((—1,T) x R"), ¢ > 0 and this inequality is equivalent to (G.2))
with h = hihy. Each non-negative function h € WL (R) can be approximated by a convex
combination of such products. This is the lemma is true for such functions. O
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