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ON SPECTRAL AND PSEUDOSPECTRAL FUNCTIONS OF
FIRST-ORDER SYMMETRIC SYSTEMS

V.I. MOGILEVSKII

Abstract. We consider first-order symmetric system 𝐽𝑦′−𝐵(𝑡)𝑦 = ∆(𝑡)𝑓(𝑡) on an interval
ℐ = [𝑎, 𝑏) with the regular endpoint 𝑎. A distribution matrix-valued function Σ(𝑠), 𝑠 ∈ R, is
called a pseudospectral function of such a system if the corresponding Fourier transform is a
partial isometry with the minimally possible kernel. The main result is a parametrization of
all pseudospectral functions of a given system by means of a Nevanlinna boundary parameter
𝜏 . Similar parameterizations for regular systems have earlier been obtained by Arov and
Dym, Langer and Textorius, A. Sakhnovich.
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1. Introduction

Let 𝐻 and ̂︀𝐻 be finite dimensional Hilbert spaces, let H := 𝐻 ⊕ ̂︀𝐻 ⊕𝐻 and let [H] be the
set of all linear operators in H. We study the first-order symmetric differential system

𝐽𝑦′ −𝐵(𝑡)𝑦 = 𝜆∆(𝑡)𝑦, 𝑡 ∈ ℐ, 𝜆 ∈ C, (1)
where 𝐵(𝑡) = 𝐵*(𝑡) and ∆(𝑡) > 0 are [H]-valued functions defined on an interval ℐ = [𝑎, 𝑏),
𝑏 6∞, and integrable on each compact subinterval [𝑎, 𝛽] ⊂ ℐ and

𝐽 =

⎛⎝ 0 0 −𝐼𝐻
0 𝑖𝐼 ̂︀𝐻 0
𝐼𝐻 0 0

⎞⎠ : 𝐻 ⊕ ̂︀𝐻 ⊕𝐻 → 𝐻 ⊕ ̂︀𝐻 ⊕𝐻. (2)

Let H = 𝐿2
Δ(ℐ) be the Hilbert space of functions 𝑓 : ℐ → H such that∫︀

ℐ
(∆(𝑡)𝑓(𝑡), 𝑓(𝑡)) 𝑑𝑡 < ∞

and let 𝑌0(·, 𝜆) be the [H]-valued solution of (1) with 𝑌0(𝑎, 𝜆) = 𝐼H. An [H]-valued dis-
tribution function Σ(·) is called a spectral function of system (1) if the Fourier transform
𝑉Σ : H → 𝐿2(Σ;H) given by

(𝑉Σ𝑓)(𝑠) = ̂︀𝑓(𝑠) :=

∫︁
ℐ
𝑌 *
0 (𝑡, 𝑠)∆(𝑡)𝑓(𝑡) 𝑑𝑡, 𝑓(·) ∈ H (3)

is an isometry. If Σ(·) is a spectral function, then the inverse Fourier transform is defined for
each 𝑓 ∈ H by

𝑓(𝑡) =

∫︁
ℐ
𝑌0(𝑡, 𝑠) 𝑑Σ(𝑠) ̂︀𝑓(𝑠) (4)

(the integrals in (3) and (4) converge in the norm of 𝐿2(Σ;H) and H, respectively). If the
operator ∆(𝑡) is invertible a.e. on ℐ, then spectral functions of system (1) exist. Otherwise the
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Fourier transform may have a nontrivial kernel ker𝑉Σ and hence the set of spectral functions
may be empty [1, 2, 3]. The natural generalization of a spectral function to this case is an
[H]-valued distribution function Σ(·) such that the Fourier transform 𝑉Σ of the form (3) is a
partial isometry. If Σ(·) is such a function, then the inverse Fourier transform (4) is valid for
each 𝑓 ∈ H⊖ ker𝑉Σ. Therefore, the following problem seems to be interesting:

∙ To characterize [H]-valued distribution functions Σ(·) such that the corresponding Fourier
transform 𝑉Σ is a partial isometry with minimally possible kernel ker𝑉Σ and describe these
functions in terms of boundary conditions.

In the paper we solve this problem applying the extension theory of symmetric linear relations
to symmetric systems. As it is known, system (1) generates the minimal (symmetric) linear
relation 𝑇min and the maximal relation 𝑇max(= 𝑇 *

min) in H (for more details see Sect. 3.1).
The domain dom𝑇max of relation 𝑇max is the set of all absolutely continuous functions 𝑦 ∈ H
satisfying

𝐽𝑦′ −𝐵(𝑡)𝑦 = ∆(𝑡)𝑓(𝑡) (a.e. on ℐ) (5)
with some 𝑓(·) ∈ H. Moreover, the multivalued part mul𝑇min of 𝑇min is the set of all
𝑓(·) ∈ H such that the solution 𝑦 of (5) with 𝑦(𝑎) = 0 satisfies ∆(𝑡)𝑦(𝑡) = 0 (a.e. on ℐ)
and lim

𝑡→𝑏
(𝐽𝑦(𝑡), 𝑧(𝑡)) = 0, 𝑧 ∈ dom𝑇max.

Recall that system (1) is called regular if ℐ is a compact interval and quasi-regular if for any
𝜆 ∈ C each solution 𝑦 of (1) belongs to H. For a quasi-regular (in particular regular) system the
integral in (3) converges in the norm of H and hence the Fourier transform ̂︀𝑓(·) of a function
𝑓(·) ∈ H does not depend on a choice of a distribution function Σ(·). One can easily show that
for a quasi-regular system

mul𝑇min = {𝑓 ∈ H : ̂︀𝑓(𝑠) = 0, 𝑠 ∈ R} (6)

and hence mul𝑇min coincides with the subspace ker ̂︀𝑈 defined in [4, 3].
The following theorem obtained in the paper plays a crucial role in our considerations.

Theorem 1.1. Let Σ(·) be an [H]-valued distribution function such that the Fourier trans-
form 𝑉Σ is a partial isometry from H to 𝐿2(Σ;H). Then

mul𝑇min ⊂ ker𝑉Σ. (7)

For quasi-regular systems formula (7) directly follows from (6). Moreover, under the addi-
tional condition ||𝑉Σ𝑓 || = ||𝑓 ||, 𝑓 ∈ dom𝑇min, Theorem 1.1 can be derived from the results of
[2] (see Remark 3.7 below).

The inclusion (7) makes natural the following definition.

Definition 1.2. An [H]-valued distribution function Σ(·) is called a pseudospectral function
of system (1) if the Fourier transform 𝑉Σ is a partial isometry with the minimally possible
kernel ker𝑉Σ = mul𝑇min.

We call system (1) absolutely definite if the Lebesgue measure
of the set {𝑡 ∈ ℐ : ∆(𝑡) is invertible} is positive. The main result of the paper is a parametriza-
tion of all pseudospectral and spectral functions of absolutely definite system (1) with deficiency
indices 𝑛±(𝑇min) of the minimal relation satisfying 𝑛−(𝑇min) 6 𝑛+(𝑇min). Such a parametriza-
tion is given by the following theorem.

Theorem 1.3. Let system (1) be absolutely definite and assume for simplicity that
𝑛+(𝑇min) = 𝑛−(𝑇min). Then:

(1) There exist an auxiliary finite-dimensional Hilbert space ℋ𝑏, operator functions
Ω0(𝜆)(∈ [H]), 𝑆(𝜆)(∈ [𝐻 ⊕ ̂︀𝐻 ⊕ℋ𝑏,H]) and a Nevanlinna operator function
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𝑀(𝜆)(∈ [𝐻 ⊕ ̂︀𝐻 ⊕ℋ𝑏]), 𝜆 ∈ C ∖ R, such that the identities

Ω𝜏 (𝜆) = Ω0(𝜆) + 𝑆(𝜆)(𝐶0(𝜆) − 𝐶1(𝜆)𝑀(𝜆))−1𝐶1(𝜆)𝑆*(𝜆), 𝜆 ∈ C ∖ R (8)

Σ𝜏 (𝑠) = lim
𝛿→+0

lim
𝜀→+0

1

𝜋

∫︁ 𝑠−𝛿

−𝛿

Im Ω𝜏 (𝜎 + 𝑖𝜀) 𝑑𝜎 (9)

establish a bijective correspondence between all Nevanlinna pairs 𝜏 = {𝐶0(𝜆), 𝐶1(𝜆)},
𝐶𝑗(𝜆) ∈ [𝐻 ⊕ ̂︀𝐻 ⊕ℋ𝑏], 𝑗 ∈ {0, 1}, satisfying the admissibility conditions

lim
𝑦→∞

1
𝑖𝑦

(𝐶0(𝑖𝑦) − 𝐶1(𝑖𝑦)𝑀(𝑖𝑦))−1𝐶1(𝑖𝑦) = 0 (10)

lim
𝑦→∞

1
𝑖𝑦
𝑀(𝑖𝑦)(𝐶0(𝑖𝑦) − 𝐶1(𝑖𝑦)𝑀(𝑖𝑦))−1𝐶0(𝑖𝑦) = 0 (11)

and all pseudospectral functions Σ𝜏 (·) of the system. Moreover, the above statement holds for
arbitrary (not necessarily admissible) Nevanlinna pairs 𝜏 if and only if lim

𝑦→∞
1
𝑖𝑦
𝑀(𝑖𝑦) = 0 and

lim
𝑦→∞

𝑦 · Im(𝑀(𝑖𝑦)ℎ, ℎ) = +∞, ℎ ̸= 0.

(2) In the case mul𝑇min = {0} (and only in this case) the set of spectral functions is not
empty and statement (1) holds for spectral functions.

Note that operator function 𝑀(𝜆) in (8) is defined in terms of the boundary values of re-
spective operator solutions of (1) at the endpoints 𝑎 and 𝑏, while Ω0(𝜆) and 𝑆(𝜆) are defined
in terms of 𝑀(𝜆). Observe also that similar to (8), (9) parametrization of [𝐻 ⊕ ̂︀𝐻]-valued
pseudospectral functions corresponding to self-adjoint extensions of 𝑇min can be found in recent
works [5, 6].

Existence of pseudospectral functions follows also from the results of [2, 7]. In these papers
all pseudospectral functions of regular system (1) are parametrized in the form close to (8), (9).
Note that the proof of the results of [2] is not complete (for more details see Remark 3.23).

Recall that system (1) is called a Hamiltonian system if ̂︀𝐻 = {0}. [𝐻]-valued pseudospectral
functions Σ𝐻(·) of a Hamiltonian system corresponding to a certain ”truncated” Fourier trans-
form are studied in [4, 1, 3]. In the case 𝐻 = C existence of a scalar function Σ𝐻(·) is proved
in [1]. A description of all pseudospectral functions Σ𝐻(·) of a regular Hamiltonian system is
obtained in [4, 3]. Such a description is given in terms of a linear-fractional transform of a
Nevanlinna operator pair, which plays a role of a parameter.

Our approach is based on concepts of a boundary triplet for a symmetric relation and the
corresponding Weyl functions (see [8, 9, 10, 11, 12, 13, 14] and references therein). In the
framework of this approach the operator 𝑀(𝜆) in (8) is the Weyl function of an appropriate
boundary triplet for 𝑇max. Moreover, conditions (10) and (11) are implied by results on Π-
admissibility from [11, 6].

In conclusion note that spectral functions of very general boundary problems were studied
in the recent papers [15, 16].

2. Preliminaries

2.1. Notations. The following notations will be used throughout the paper: H, ℋ denote
Hilbert spaces; [ℋ1,ℋ2] is the set of all bounded linear operators defined on the Hilbert space
ℋ1 with values in the Hilbert space ℋ2; [ℋ] := [ℋ,ℋ]; 𝑃ℒ is the orthoprojection in H onto the
subspace ℒ ⊂ H; C+ (C−) is the upper (lower) half-plane of the complex plane.

Recall that a closed linear relation from ℋ0 to ℋ1 is a closed linear subspace in ℋ0⊕ℋ1. The
set of all closed linear relations from ℋ0 to ℋ1 (in ℋ) will be denoted by ̃︀𝒞(ℋ0,ℋ1) (̃︀𝒞(ℋ)).
A closed linear operator 𝑇 from ℋ0 to ℋ1 is identified with its graph gr𝑇 ∈ ̃︀𝒞(ℋ0,ℋ1).

For a linear relation 𝑇 ∈ ̃︀𝒞(ℋ0,ℋ1) we denote by dom𝑇, ran𝑇, ker𝑇 and mul𝑇 the domain,
range, kernel and the multivalued part of 𝑇 respectively. Recall that mul𝑇 ia a subspace in



126 V.I. MOGILEVSKII

ℋ1 defined by

mul𝑇 := {ℎ1 ∈ ℋ1 : {0, ℎ1} ∈ 𝑇}.

Clearly, 𝑇 ∈ ̃︀𝒞(ℋ0,ℋ1) is an operator if and only if mul𝑇 = {0}. The inverse and adjoint
linear relations of 𝑇 are the relations 𝑇−1 ∈ ̃︀𝒞(ℋ1,ℋ0) and 𝑇 * ∈ ̃︀𝒞(ℋ1,ℋ0) defined by

𝑇−1 = {{ℎ1, ℎ0} ∈ ℋ1 ⊕ℋ0 : {ℎ0, ℎ1} ∈ 𝑇}
𝑇 * = {{𝑘1, 𝑘0} ∈ ℋ1 ⊕ℋ0 : (𝑘0, ℎ0) − (𝑘1, ℎ1) = 0, {ℎ0, ℎ1} ∈ 𝑇}.

Recall also that an operator function Φ(·) : C ∖R → [ℋ] is called a Nevanlinna function if it is
holomorphic and satisfies Im𝜆 · ImΦ(𝜆) > 0 and Φ*(𝜆) = Φ(𝜆), 𝜆 ∈ C ∖ R.

2.2. Symmetric relations and generalized resolvents. Recall that a linear relation
𝐴 ∈ ̃︀𝒞(H) is called symmetric (self-adjoint) if 𝐴 ⊂ 𝐴* (resp. 𝐴 = 𝐴*). For each symmet-
ric relation 𝐴 ∈ ̃︀𝒞(H) the following decompositions hold

H = H0 ⊕ mul𝐴, 𝐴 = gr𝐴0 ⊕ ̂︂mul𝐴,

where ̂︂mul𝐴 = {0} ⊕ mul𝐴 and 𝐴0 is a closed symmetric not necessarily densely defined
operator in H0 (the operator part of 𝐴). Moreover, 𝐴 = 𝐴* if and only if 𝐴0 = 𝐴*

0.
Let 𝐴 = 𝐴* ∈ ̃︀𝒞(H), let ℬ be the Borel 𝜎-algebra of R and let 𝐸0(·) : ℬ → [H0] be the

orthogonal spectral measure of 𝐴0. Then the spectral measure 𝐸𝐴(·) : ℬ → [H] of 𝐴 is defined
as 𝐸𝐴(𝐵) = 𝐸0(𝐵)𝑃H0 , 𝐵 ∈ ℬ.

Definition 2.1. Let ̃︀𝐴 = ̃︀𝐴* ∈ ̃︀𝒞(̃︀H) and let H be a subspace in ̃︀H. Relation ̃︀𝐴 is called
H-minimal if span{H, ( ̃︀𝐴− 𝜆)−1H : 𝜆 ∈ C ∖ R} = ̃︀H.

Definition 2.2. The relations 𝑇𝑗 ∈ ̃︀𝒞(H𝑗), 𝑗 ∈ {1, 2}, are said to be unitarily equivalent (by
means of a unitary operator 𝑈 ∈ [H1,H2]) if 𝑇2 = ̃︀𝑈𝑇1 with ̃︀𝑈 = 𝑈 ⊕ 𝑈 ∈ [H2

1,H
2
2].

Let 𝐴 ∈ ̃︀𝒞(H) be a symmetric relation. Recall the following definitions and results.

Definition 2.3. A relation ̃︀𝐴 = ̃︀𝐴* in a Hilbert space ̃︀H ⊃ H satisfying 𝐴 ⊂ ̃︀𝐴 is called an
exit space self-adjoint extension of 𝐴. Moreover, such an extension ̃︀𝐴 is called minimal if it is
H-minimal.

In what follows we denote by ̃︂Self(𝐴) the set of all minimal exit space self-adjoint extensions
of 𝐴. Moreover, we denote by Self(𝐴) the set of all extensions ̃︀𝐴 = ̃︀𝐴* ∈ ̃︀𝒞(H) of 𝐴 (such
an extension is called canonical). As is known, for each 𝐴 one has ̃︂Self(𝐴) ̸= ∅. Moreover,
Self(𝐴) ̸= ∅ if and only if 𝐴 has equal deficiency indices, in which case Self(𝐴) ⊂ ̃︂Self(𝐴).

Definition 2.4. Exit space extensions ̃︀𝐴𝑗 = ̃︀𝐴*
𝑗 ∈ ̃︀𝒞(̃︀H𝑗), 𝑗 ∈ {1, 2}, of 𝐴 are called equiv-

alent (with respect to H) if there exists a unitary operator 𝑉 ∈ [̃︀H1 ⊖ H, ̃︀H2 ⊖ H] such that ̃︀𝐴1

and ̃︀𝐴2 are unitarily equivalent by means of 𝑈 = 𝐼H ⊕ 𝑉 .

Definition 2.5. The operator functions 𝑅(·) : C ∖ R → [H] and 𝐹 (·) : R → [H] are called
a generalized resolvent and a spectral function of 𝐴 respectively if there exists an exit space
extension ̃︀𝐴 of 𝐴 (in a certain Hilbert space ̃︀H ⊃ H) such that

𝑅(𝜆) = 𝑃H( ̃︀𝐴− 𝜆)−1 � H, 𝜆 ∈ C ∖ R (12)
𝐹 (𝑡) = 𝑃H𝐸((−∞, 𝑡)) � H, 𝑡 ∈ R. (13)

Here 𝑃H is the orthoprojection in ̃︀H onto H and 𝐸(·) is the spectral measure of ̃︀𝐴.

In the case ̃︀𝐴 ∈ Self(𝐴) identity (12) defines the canonical resolvent 𝑅(𝜆) = ( ̃︀𝐴− 𝜆)−1 of A.



ON SPECTRAL AND PSEUDOSPECTRAL FUNCTIONS. . . 127

Proposition 2.6. Each generalized resolvent 𝑅(𝜆) of 𝐴 is generated by some (minimal) ex-
tension ̃︀𝐴 ∈ ̃︂Self(𝐴). Moreover, the extensions ̃︀𝐴1, ̃︀𝐴2 ∈ ̃︂Self(𝐴) inducing the same generalized
resolvent 𝑅(·) are equivalent.

In the sequel we suppose that a generalized resolvent 𝑅(·) and a spectral function 𝐹 (·)
are generated by an extension ̃︀𝐴 ∈ ̃︂Self(𝐴). Moreover, we identify equivalent extensions.
Then by Proposition 2.6 identity (12) gives a bijective correspondence between generalized
resolvents 𝑅(𝜆) and extensions ̃︀𝐴 ∈ ̃︂Self(𝐴), so that each ̃︀𝐴 ∈ ̃︂Self(𝐴) is uniquely defined by
the corresponding generalized resolvent (12) (spectral function (13)).

It follows from (12) and (13) that the generalized resolvent 𝑅(·) and the spectral function
𝐹 (·) generated by an extension ̃︀𝐴 ∈ ̃︂Self(𝐴) are related by

𝑅(𝜆) =

∫︁
R

𝑑𝐹 (𝑡)

𝑡− 𝜆
, 𝜆 ∈ R.

Moreover, setting ̃︀H0 = ̃︀H⊖ mul ̃︀𝐴 one gets from (13) that

𝐹 (∞)(:= 𝑠− lim
𝑡→+∞

𝐹 (𝑡)) = 𝑃H𝑃̃︀H0
� H. (14)

2.3. The spaces ℒ2(Σ;ℋ) and 𝐿2(Σ;ℋ). Let ℋ be a finite dimensional Hilbert space. A
non-decreasing operator function Σ(·) : R → [ℋ] is called a distribution function if it is left
continuous and satisfies Σ(0) = 0.

Theorem 2.7. [17, ch. 3.15], [18] Let Σ(·) : R → [ℋ] be a distribution function. Then:
(1) There exist a scalar measure 𝜎 on Borel sets of R and a function Ψ : R → [ℋ] (uniquely

defined by 𝜎 up to 𝜎-a.e.) such that Ψ(𝑠) > 0 𝜎-a.e. on R, 𝜎([𝛼, 𝛽)) < ∞ and
Σ(𝛽) − Σ(𝛼) =

∫︀
[𝛼,𝛽)

Ψ(𝑠) 𝑑𝜎(𝑠) for any finite interval [𝛼, 𝛽) ⊂ R.

(2) The set ℒ2(Σ;ℋ) of all Borel-measurable functions 𝑓(·) : R → ℋ satisfying

||𝑓 ||2ℒ2(Σ;ℋ) =

∫︁
R
(𝑑Σ(𝑠)𝑓(𝑠), 𝑓(𝑠)) :=

∫︁
R
(Ψ(𝑠)𝑓(𝑠), 𝑓(𝑠))ℋ 𝑑𝜎(𝑠) < ∞

is a semi-Hilbert space with the semi-scalar product

(𝑓, 𝑔)ℒ2(Σ;ℋ) =

∫︁
R
(𝑑Σ(𝑠)𝑓(𝑠), 𝑔(𝑠)) :=

∫︁
R
(Ψ(𝑠)𝑓(𝑠), 𝑔(𝑠))ℋ 𝑑𝜎(𝑠), 𝑓, 𝑔 ∈ ℒ2(Σ;ℋ).

Moreover, different measures 𝜎 from statement (1) give rise to the same space ℒ2(Σ;ℋ).

Definition 2.8. [17, 18] The Hilbert space 𝐿2(Σ;ℋ) is a Hilbert space of all equivalence
classes in ℒ2(Σ;ℋ) with respect to the seminorm || · ||ℒ2(Σ;ℋ).

In the following we denote by 𝜋Σ the quotient map from ℒ2(Σ;ℋ) onto 𝐿2(Σ;ℋ). Moreover,
we denote by ℒ2

𝑙𝑜𝑐(Σ;ℋ) the set of all functions 𝑔 ∈ ℒ2(Σ;ℋ) with the compact support and
we put 𝐿2

𝑙𝑜𝑐(Σ;ℋ) := 𝜋Σℒ2
𝑙𝑜𝑐(Σ;ℋ).

With a distribution function Σ(·) one associates the multiplication operator Λ = ΛΣ in
𝐿2(Σ;ℋ) defined by

dom ΛΣ = { ̃︀𝑓 ∈ 𝐿2(Σ;ℋ) : 𝑠𝑓(𝑠) ∈ ℒ2(Σ;ℋ) for some (and hence for all) 𝑓(·) ∈ ̃︀𝑓}
ΛΣ

̃︀𝑓 = 𝜋Σ(𝑠𝑓(𝑠)), ̃︀𝑓 ∈ dom ΛΣ, 𝑓(·) ∈ ̃︀𝑓. (15)

As is known, Λ*
Σ = ΛΣ and the spectral measure 𝐸Σ of ΛΣ is given by

𝐸Σ(𝐵) ̃︀𝑓 = 𝜋Σ(𝜒𝐵(·)𝑓(·)), 𝐵 ∈ ℬ, ̃︀𝑓 ∈ 𝐿2(Σ;ℋ), 𝑓(·) ∈ ̃︀𝑓, (16)

where 𝜒𝐵(·) is the indicator of the Borel set 𝐵.
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Let 𝒦, 𝒦′ and ℋ be finite dimensional Hilbert spaces and let Σ(𝑠)(∈ [ℋ]) be a distribution
function. For Borel functions 𝑌 (𝑠)(∈ [ℋ,𝒦]) and 𝑔(𝑠)(∈ ℋ) we let∫︁

R
𝑌 (𝑠)𝑑Σ(𝑠)𝑔(𝑠) :=

∫︁
R
𝑌 (𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝜎(𝑠) (∈ 𝒦) (17)

where 𝜎 and Ψ(·) are defined in Theorem 2.7, (1).

2.4. The classes ̃︀𝑅+(ℋ0,ℋ1) and ̃︀𝑅(ℋ). Let ℋ0 be a Hilbert space, let ℋ1 be a subspace
in ℋ0 and let 𝜏 = {𝜏+, 𝜏−} be a collection of holomorphic functions 𝜏±(·) : C± → ̃︀𝒞(ℋ0,ℋ1). In
the paper we systematically deal with collections 𝜏 = {𝜏+, 𝜏−} of the special class ̃︀𝑅+(ℋ0,ℋ1).
Definition and detailed characterization of this class can be found in our paper [6] (see also
[19, 20, 5], where the notation ̃︀𝑅(ℋ0,ℋ1) were used instead of ̃︀𝑅+(ℋ0,ℋ1)). If dimℋ1 < ∞,
then according to [6] the collection 𝜏 = {𝜏+, 𝜏−} ∈ ̃︀𝑅+(ℋ0,ℋ1) admits the representation

𝜏+(𝜆) = {(𝐶0(𝜆), 𝐶1(𝜆));ℋ0}, 𝜆 ∈ C+; 𝜏−(𝜆) = {(𝐷0(𝜆), 𝐷1(𝜆));ℋ1}, 𝜆 ∈ C− (18)

by means of two pairs of holomorphic operator functions

(𝐶0(𝜆), 𝐶1(𝜆)) : ℋ0 ⊕ℋ1 → ℋ0, 𝜆 ∈ C+, and (𝐷0(𝜆), 𝐷1(𝜆)) : ℋ0 ⊕ℋ1 → ℋ1, 𝜆 ∈ C−

(more precisely, by equivalence classes of such pairs). Identities (18) mean that

𝜏+(𝜆) = {{ℎ0, ℎ1} ∈ ℋ0 ⊕ℋ1 : 𝐶0(𝜆)ℎ0 + 𝐶1(𝜆)ℎ1 = 0}, 𝜆 ∈ C+

𝜏−(𝜆) = {{ℎ0, ℎ1} ∈ ℋ0 ⊕ℋ1 : 𝐷0(𝜆)ℎ0 + 𝐷1(𝜆)ℎ1 = 0}, 𝜆 ∈ C−.

In [6] the class ̃︀𝑅+(ℋ0,ℋ1) was characterized both in terms of ̃︀𝒞(ℋ0,ℋ1)-valued functions 𝜏±(·)
and in terms of operator functions 𝐶𝑗(·) and 𝐷𝑗(·), 𝑗 ∈ {0, 1}, from (18).

If ℋ1 = ℋ0 =: ℋ, then the class ̃︀𝑅(ℋ) := ̃︀𝑅+(ℋ,ℋ) coincides with the well-known class of
Nevanlinna ̃︀𝒞(ℋ)-valued functions 𝜏(·) (see, for instance, [11]). In this case the collection (18)
turns into the Nevanlinna pair

𝜏(𝜆) = {(𝐶0(𝜆), 𝐶1(𝜆));ℋ}, 𝜆 ∈ C ∖ R, (19)

with 𝐶0(𝜆), 𝐶1(𝜆) ∈ [ℋ]. Recall also that the subclass ̃︀𝑅0(ℋ) ⊂ ̃︀𝑅(ℋ) is defined as the set of
all 𝜏(·) ∈ ̃︀𝑅(ℋ) such that 𝜏(𝜆) ≡ 𝜃(= 𝜃*), 𝜆 ∈ C ∖ R. This implies that 𝜏(·) ∈ ̃︀𝑅0(ℋ) if and
only if

𝜏(𝜆) ≡ {(𝐶0, 𝐶1);ℋ}, 𝜆 ∈ C ∖ R, (20)
with some operators 𝐶0, 𝐶1 ∈ [ℋ] satisfying Im(𝐶1𝐶

*
0) = 0 and 0 ∈ 𝜌(𝐶0 ± 𝑖𝐶1) (for more

details see e.g. [5, Remark 2.5]).

2.5. Boundary triplets and Weyl functions. Here we recall definitions of a boundary
triplet and the corresponding Weyl function of a symmetric relation following [8, 9, 13, 12, 10,
14, 21, 6].

Let 𝐴 be a closed symmetric linear relation in the Hilbert space H, let N𝜆(𝐴) = ker (𝐴* − 𝜆)

(𝜆 ∈ C) be a defect subspace of 𝐴, let ̂︀N𝜆(𝐴) = {{𝑓, 𝜆𝑓} : 𝑓 ∈ N𝜆(𝐴)} and
let 𝑛±(𝐴) := dimN𝜆(𝐴) 6∞, 𝜆 ∈ C±, be deficiency indices of 𝐴.

Next, assume that ℋ0 is a Hilbert space, ℋ1 is a subspace in ℋ0 and ℋ2 := ℋ0⊖ℋ1, so that
ℋ0 = ℋ1 ⊕ℋ2. Denote by 𝑃𝑗 the orthoprojection in ℋ0 onto ℋ𝑗, 𝑗 ∈ {1, 2}.

Definition 2.9. A collection Π+ = {ℋ0 ⊕ℋ1,Γ0,Γ1}, where Γ𝑗 : 𝐴* → ℋ𝑗, 𝑗 ∈ {0, 1}, are
linear mappings, is called a boundary triplet for 𝐴*, if the mapping Γ : ̂︀𝑓 → {Γ0

̂︀𝑓,Γ1
̂︀𝑓}, ̂︀𝑓 ∈ 𝐴*,

from 𝐴* into ℋ0 ⊕ℋ1 is surjective and the following Green’s identity holds

(𝑓 ′, 𝑔) − (𝑓, 𝑔′) = (Γ1
̂︀𝑓,Γ0̂︀𝑔)ℋ0 − (Γ0

̂︀𝑓,Γ1̂︀𝑔)ℋ0 + 𝑖(𝑃2Γ0
̂︀𝑓, 𝑃2Γ0̂︀𝑔)ℋ2

holds for all ̂︀𝑓 = {𝑓, 𝑓 ′}, ̂︀𝑔 = {𝑔, 𝑔′} ∈ 𝐴*.
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According to [21] a boundary triplet Π+ = {ℋ0 ⊕ ℋ1,Γ0,Γ1} for 𝐴* exists if and only if
𝑛−(𝐴) 6 𝑛+(𝐴), in which case dimℋ1 = 𝑛−(𝐴) and dimℋ0 = 𝑛+(𝐴).

Proposition 2.10. [21] Let Π+ = {ℋ0 ⊕ ℋ1,Γ0,Γ1} be a boundary triplet for 𝐴*. Then
the identities

Γ1 � ̂︀N𝜆(𝐴) = 𝑀+(𝜆)Γ0 � ̂︀N𝜆(𝐴), 𝜆 ∈ C+

(Γ1 + 𝑖𝑃2Γ0) � ̂︀N𝜆(𝐴) = 𝑀−(𝜆)𝑃1Γ0 � ̂︀N𝜆(𝐴), 𝜆 ∈ C−

well define the (holomorphic) operator functions 𝑀+(·) : C+ → [ℋ0,ℋ1] and
𝑀−(·) : C− → [ℋ1,ℋ0] satisfying 𝑀*

+(𝜆) = 𝑀−(𝜆), 𝜆 ∈ C−.

Definition 2.11. [21] The operator functions 𝑀±(·) defined in Proposition 2.10 are called
the Weyl functions corresponding to the boundary triplet Π+.

Theorem 2.12. [21] Let 𝐴 be a closed symmetric linear relation in H,
let Π+ = {ℋ0 ⊕ℋ1,Γ0,Γ1} be a boundary triplet for 𝐴* and let 𝑀+(·) be the corresponding
Weyl function. If 𝜏 = {𝜏+, 𝜏−} ∈ ̃︀𝑅+(ℋ0,ℋ1) is a collection of holomorphic pairs (18), then
for every 𝑔 ∈ H and 𝜆 ∈ C ∖ R the abstract boundary value problem

{𝑓, 𝜆𝑓 + 𝑔} ∈ 𝐴* (21)
𝐶0(𝜆)Γ0{𝑓, 𝜆𝑓 + 𝑔} − 𝐶1(𝜆)Γ1{𝑓, 𝜆𝑓 + 𝑔} = 0, 𝜆 ∈ C+ (22)
𝐷0(𝜆)Γ0{𝑓, 𝜆𝑓 + 𝑔} −𝐷1(𝜆)Γ1{𝑓, 𝜆𝑓 + 𝑔} = 0, 𝜆 ∈ C− (23)

has a unique solution 𝑓 = 𝑓(𝑔, 𝜆) and the identity 𝑅(𝜆)𝑔 := 𝑓(𝑔, 𝜆) defines a generalized
resolvent 𝑅(𝜆) = 𝑅𝜏 (𝜆) of 𝐴. Moreover, 0 ∈ 𝜌(𝜏+(𝜆) + 𝑀+(𝜆)) and the following Krein-
Naimark formula for resolvents is valid:

𝑅𝜏 (𝜆) = (𝐴0 − 𝜆)−1 − 𝛾+(𝜆)(𝜏+(𝜆) + 𝑀+(𝜆))−1𝛾*
−(𝜆), 𝜆 ∈ C+ (24)

Conversely, for each generalized resolvent 𝑅(𝜆) of 𝐴 there exists a unique 𝜏 ∈ ̃︀𝑅+(ℋ0,ℋ1) such
that 𝑅(𝜆) = 𝑅𝜏 (𝜆) and, consequently, identity (24) is valid.

Remark 2.13. It follows from Theorem 2.12 that the boundary value problem (21)–(23) as
well as formula for resolvents (24) give a parametrization of all generalized resolvents

𝑅(𝜆) = 𝑅𝜏 (𝜆) = 𝑃H( ̃︀𝐴𝜏 − 𝜆)−1 � H, 𝜆 ∈ C ∖ R, (25)

and, consequently, all extensions ̃︀𝐴 = ̃︀𝐴𝜏 ∈ ̃︂Self(𝐴) of 𝐴 by means of an abstract boundary
parameter 𝜏 ∈ ̃︀𝑅+(ℋ0,ℋ1).

Definition 2.14. An extension ̃︀𝐴 ∈ ̃︂Self(𝐴) ( ̃︀𝐴 ∈ Self(𝐴)) is referred to the class ̃︂Self0(𝐴)

(resp. Self0(𝐴)) if mul ̃︀𝐴 = mul𝐴.

Theorem 2.15. Let under the assumptions of Theorem 2.12 𝜏 = {𝜏+, 𝜏−} ∈ ̃︀𝑅+(ℋ0,ℋ1) be
a collection of holomorphic pairs (18) and let ̃︀𝐴𝜏 ∈ ̃︂Self(𝐴) be the corresponding extension of
𝐴 (see Remark 2.13). Then:

(1) Identities

Φ𝜏 (𝜆) := 𝑃1(𝐶0(𝜆) − 𝐶1(𝜆)𝑀+(𝜆))−1𝐶1(𝜆), 𝜆 ∈ C+ (26)̂︀Φ𝜏 (𝜆) = 𝑀+(𝜆)(𝐶0(𝜆) − 𝐶1(𝜆)𝑀+(𝜆))−1𝐶0(𝜆) � ℋ1, 𝜆 ∈ C+ (27)
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define holomorphic [ℋ1]-valued functions Φ𝜏 (·) and ̂︀Φ𝜏 (·) on C+ satisfying ImΦ𝜏 (𝜆) > 0 and
Im̂︀Φ𝜏 (𝜆) > 0, 𝜆 ∈ C+ . Hence there exist strong limits

ℬ𝜏 := 𝑠− lim
𝑦→+∞

1
𝑖𝑦
𝑃1(𝐶0(𝑖𝑦) − 𝐶1(𝑖𝑦)𝑀+(𝑖𝑦))−1𝐶1(𝑖𝑦) (28)

̂︀ℬ𝜏 := 𝑠− lim
𝑦→+∞

1
𝑖𝑦
𝑀+(𝑖𝑦)(𝐶0(𝑖𝑦) − 𝐶1(𝑖𝑦)𝑀+(𝑖𝑦))−1𝐶0(𝑖𝑦) � ℋ1 (29)

(2) The inclusion ̃︀𝐴𝜏 ∈ ̃︂Self0(𝐴) holds if and only if ℬ𝜏 = ̂︀ℬ𝜏 = 0

Proof. Statement (1) for Φ𝜏 (𝜆) was proved in [6, Theorem 4.8].
Next assume that

𝐶0(𝜆) = (𝐶01(𝜆), 𝐶02(𝜆)) : ℋ1 ⊕ℋ2 → ℋ0, 𝐷0(𝜆) = (𝐷01(𝜆), 𝐷02(𝜆)) : ℋ1 ⊕ℋ2 → ℋ1

𝑀+(𝜆) = (𝑀(𝜆), 𝑁+(𝜆)) : ℋ1 ⊕ℋ2 → ℋ1, 𝑀−(𝜆) = (𝑀(𝜆), 𝑁−(𝜆))⊤ : ℋ1 → ℋ1 ⊕ℋ2

are the block-matrix representations of 𝐶0(𝜆), 𝐷0(𝜆) and 𝑀±(𝜆). Moreover,let̂︀𝐶0(𝜆) = (𝐶1(𝜆), 𝐶02(𝜆)) : ℋ1 ⊕ℋ2 → ℋ0; ̂︀𝐶1(𝜆) = −𝐶01(𝜆), 𝜆 ∈ C+̂︁𝑀+(𝜆) = (−𝑀−1(𝜆),−𝑀−1(𝜆)𝑁+(𝜆)) : ℋ1 ⊕ℋ2 → ℋ1, 𝜆 ∈ C+

Then according to [6], the identitieŝ︀Φ𝜏 (𝜆) := 𝑃1( ̂︀𝐶0(𝜆) − ̂︀𝐶1(𝜆)̂︁𝑀+(𝜆))−1 ̂︀𝐶1(𝜆), 𝜆 ∈ C+; ̂︀Φ𝜏 (𝜆) := ̂︀Φ*
𝜏 (𝜆), 𝜆 ∈ C− (30)

define a Nevanlinna function ̂︀Φ𝜏 (·) : C ∖R → [ℋ1] (i.e., a holomorphic function ̂︀Φ𝜏 (·) such that
Im𝜆 · Im̂︀Φ𝜏 (𝜆) > 0 and ̂︀Φ*

𝜏 (𝜆) = ̂︀Φ𝜏 (𝜆), 𝜆 ∈ C ∖ R). The immediate checking shows that

(𝑃2 −𝑀+(𝜆))−1 = −𝑀−1(𝜆)𝑃1 −𝑀−1(𝜆)𝑁+(𝜆)𝑃2 + 𝑃2

and, consequently, 𝑃1(𝑃2 − 𝑀+(𝜆))−1 = ̂︁𝑀+(𝜆) (here 𝑀+(𝜆) is considered as the operator in
ℋ0). This and (30) imply that for each 𝜆 ∈ C+̂︀Φ𝜏 (𝜆) = −𝑃1

(︀
𝐶1(𝜆)𝑃1 + 𝐶02(𝜆)𝑃2 + 𝐶01(𝜆)𝑃1(𝑃2 −𝑀+(𝜆))−1

)︀−1
𝐶01(𝜆) =

−𝑃1(𝑃2 −𝑀+(𝜆))
(︀
(𝐶1(𝜆)𝑃1 + 𝐶02(𝜆)𝑃2)(𝑃2 −𝑀+(𝜆)) + 𝐶01(𝜆)𝑃1

)︀−1
𝐶01(𝜆) =

𝑀+(𝜆)(𝐶02(𝜆)𝑃2 − 𝐶1(𝜆)𝑀+(𝜆) + 𝐶01(𝜆)𝑃1)
−1𝐶01(𝜆) =

𝑀+(𝜆)(𝐶0(𝜆) − 𝐶1(𝜆)𝑀+(𝜆))−1𝐶0(𝜆) � ℋ1.

Thus the restriction of ̂︀Φ𝜏 (·) on C+ admits representation (27), which yields statement (1) for̂︀Φ𝜏 (𝜆).
It was shown in [6] that the second identity in (30) can be written aŝ︀Φ𝜏 (𝜆) := 𝑀(𝜆)(𝐷01(𝜆) −𝐷1(𝜆)𝑀(𝜆) − 𝑖𝐷02(𝜆)𝑁−(𝜆))−1𝐷01(𝜆), 𝜆 ∈ C−

Therefore, by (29) one haŝ︀ℬ𝜏 = 𝑠− lim
𝑦→+∞

1
𝑖𝑦
̂︀Φ𝜏 (𝑖𝑦) = 𝑠− lim

𝑦→−∞
1
𝑖𝑦
̂︀Φ𝜏 (𝑖𝑦) =

𝑠− lim
𝑦→−∞

1
𝑖𝑦
𝑀(𝑖𝑦)(𝐷01(𝑖𝑦) −𝐷1(𝑖𝑦)𝑀(𝑖𝑦) − 𝑖𝐷02(𝑖𝑦)𝑁−(𝑖𝑦))−1𝐷01(𝑖𝑦).

Now statement (2) follows from [6, Theorem 4.9].

Remark 2.16. (1) If ℋ0 = ℋ1 := ℋ, then the boundary triplet in the sense of Definition
2.9 turns into the boundary triplet Π = {ℋ,Γ0,Γ1} for 𝐴* in the sense of [12, 9]. In this
case 𝑛+(𝐴) = 𝑛−(𝐴)(= dimℋ) and 𝑀±(·) turn into the Weyl function 𝑀(·) : C ∖ R → [ℋ]
introduced in [10, 14]. Moreover, in this case 𝑀(·) is a Nevanlinna operator function.

In the sequel a boundary triplet Π = {ℋ,Γ0,Γ1} in the sense of [12, 9] will be called an
ordinary boundary triplet for 𝐴*.
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(2) Let 𝑛+(𝐴) = 𝑛−(𝐴), let Π = {ℋ,Γ0,Γ1} be an ordinary boundary triplet for 𝐴* and
let 𝑀(·) be the corresponding Weyl function. Then an abstract boundary parameter 𝜏 in
Theorem 2.12 is a Nevanlinna operator pair 𝜏 ∈ ̃︀𝑅(ℋ) of the form (19) and identities (28) and
(29) become

ℬ𝜏 = 𝑠− lim
𝑦→∞

1
𝑖𝑦

(𝐶0(𝑖𝑦) − 𝐶1(𝑖𝑦)𝑀(𝑖𝑦))−1𝐶1(𝑖𝑦) (31)

̂︀ℬ𝜏 = 𝑠− lim
𝑦→∞

1
𝑖𝑦
𝑀(𝑖𝑦)(𝐶0(𝑖𝑦) − 𝐶1(𝑖𝑦)𝑀(𝑖𝑦))−1𝐶0(𝑖𝑦). (32)

Note that for this case Theorem 2.15 was proved in [11, 22].

3. Pseudospectral and spectral functions of symmetric systems

3.1. Symmetric systems. Let 𝐻 and ̂︀𝐻 be finite dimensional Hilbert spaces, let

𝐻0 := 𝐻 ⊕ ̂︀𝐻, H := 𝐻0 ⊕𝐻 = 𝐻 ⊕ ̂︀𝐻 ⊕𝐻 (33)

and let 𝐽 ∈ [H] be operator (2). A first order symmetric system of differential equations on an
interval ℐ = [𝑎, 𝑏⟩,−∞ < 𝑎 < 𝑏 6∞, (with the regular endpoint 𝑎) is of the form

𝐽𝑦′(𝑡) −𝐵(𝑡)𝑦(𝑡) = 𝜆∆(𝑡)𝑦, 𝑡 ∈ ℐ, 𝜆 ∈ C, (34)

where 𝐵(·) and ∆(·) are the [H]-valued functions on ℐ integrable on each compact interval
[𝑎, 𝛽] ⊂ ℐ and such that 𝐵(𝑡) = 𝐵*(𝑡) and ∆(𝑡) > 0 (a.e. on ℐ).

An absolutely continuous function 𝑦 : ℐ → H is a solution of (34) if identity (34) holds a.e.
on ℐ. An operator function 𝑌 (·, 𝜆) : ℐ → [𝒦,H] is an operator solution of equation (34) if
𝑦(𝑡) = 𝑌 (𝑡, 𝜆)ℎ is a solution of this equation for every ℎ ∈ 𝒦 (here 𝒦 is a Hilbert space with
dim𝒦 < ∞).

The following lemma will be useful in the sequel.

Lemma 3.1. Let 𝒦 be a finite dimensional Hilbert space, let 𝑌 (·, ·) : ℐ × R → [𝒦,H] be an
operator function such that 𝑌 (·, 𝑠) is a solution of (34) and 𝑌 (𝑎, ·) is a continuous function on
R and let Σ(·) : R → [𝒦] be a distribution function. Then for each function 𝑔 ∈ ℒ2

𝑙𝑜𝑐(Σ;𝒦) the
identity

𝑓(𝑡) =

∫︁
R
𝑌 (𝑡, 𝑠) 𝑑Σ(𝑠)𝑔(𝑠), 𝑡 ∈ ℐ (35)

defines an absolutely continuous function 𝑓(·) such that

𝑓 ′(𝑡) = −𝐽

∫︁
R
(𝐵(𝑡) + 𝑠∆(𝑡))𝑌 (𝑡, 𝑠) 𝑑Σ(𝑠)𝑔(𝑠) (a.e.on ℐ). (36)

Proof. In accordance with (17), identity (35) means

𝑓(𝑡) =

∫︁
R
𝑌 (𝑡, 𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝜎(𝑠), 𝑡 ∈ ℐ, (37)

where Ψ and 𝜎 are defined in Theorem 2.7, (1). Since 𝑌 (𝑡, 𝑠) satisfies

𝑌 (𝑡, 𝑠) = 𝑌 (𝑎, 𝑠) − 𝐽

∫︁
[𝑎,𝑡)

(𝐵(𝑢) + 𝑠∆(𝑢))𝑌 (𝑢, 𝑠)𝑑𝑢, 𝑡 ∈ ℐ, (38)

it follows that 𝑌 (·, ·) is a continuous function on ℐ × R. Moreover, one can easily prove that∫︀
R
||Ψ(𝑠)𝑔(𝑠)|| 𝑑𝜎(𝑠) < ∞. Therefore, the integral in (37) exists and∫︁

[𝑎,𝑡)×R

||(𝐵(𝑢) + 𝑠∆(𝑢))𝑌 (𝑢, 𝑠)Ψ(𝑠)𝑔(𝑠)|| 𝑑𝑢 𝑑𝜎(𝑠) < ∞. (39)
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It follows from (39) and the Fubini theorem that∫︁
R

(︂∫︁
[𝑎,𝑡)

(𝐵(𝑢) + 𝑠∆(𝑢))𝑌 (𝑢, 𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝑢

)︂
𝑑𝜎(𝑠) = (40)∫︁

[𝑎,𝑡)

(︂∫︁
R
(𝐵(𝑢) + 𝑠∆(𝑢))𝑌 (𝑢, 𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝜎(𝑠)

)︂
𝑑𝑢.

Now combining (37) with (38) and taking (40) into account, one gets

𝑓(𝑡) = 𝐶 − 𝐽

∫︁
[𝑎,𝑡)

(︂∫︁
R
(𝐵(𝑢) + 𝑠∆(𝑢))𝑌 (𝑢, 𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝜎(𝑠)

)︂
𝑑𝑢,

where 𝐶 =
∫︀
R
𝑌 (𝑎, 𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝜎(𝑠). Hence (36) holds.

Denote by ℒ2
Δ(ℐ) the semi-Hilbert space of Borel measurable functions 𝑓(·) : ℐ → H such that∫︀

ℐ
(∆(𝑡)𝑓(𝑡), 𝑓(𝑡))H 𝑑𝑡 < ∞ and let H := 𝐿2

Δ(ℐ) be the Hilbert space of all equivalence classes in

ℒ2
Δ(ℐ) [17, Chapter 13.5]. Denote also by 𝜋Δ the quotient map from ℒ2

Δ(ℐ) onto 𝐿2
Δ(ℐ).

For each system (34) the identities

𝒯max = {{𝑦, 𝑓} ∈ (ℒ2
Δ(ℐ))2 : 𝑦 is absolutely continuous and

𝐽𝑦′(𝑡) −𝐵(𝑡)𝑦(𝑡) = ∆(𝑡)𝑓(𝑡) a.e. on ℐ}
and 𝑇max = (𝜋Δ ⊕ 𝜋Δ)𝒯max define the linear relations 𝒯max in ℒ2

Δ(ℐ) and 𝑇max in H. Moreover,
the identity

[𝑦, 𝑧]𝑏 := lim
𝑡↑𝑏

(𝐽𝑦(𝑡), 𝑧(𝑡)), 𝑦, 𝑧 ∈ dom 𝒯max. (41)

well defines the skew-Hermitian bilinear form [·, ·]𝑏 on dom 𝒯max. By using this form one defines
the relations 𝒯𝑎 in ℒ2

Δ(ℐ) and 𝑇min in H via

𝒯𝑎 = {{𝑦, 𝑓} ∈ 𝒯max : 𝑦(𝑎) = 0 and [𝑦, 𝑧]𝑏 = 0 for every 𝑧 ∈ dom 𝒯max}
and 𝑇min = (𝜋Δ ⊕ 𝜋Δ)𝒯𝑎. It turns out that 𝑇min is a closed symmetric linear relation in H with
finite deficiency indices 𝑛±(𝑇min) and 𝑇 *

min = 𝑇max (see [23] for regular and [1, 24, 25, 26] for
general systems). The relations 𝑇min and 𝑇max are called the minimal and maximal relations
respectively.

The following assertion is immediate from definitions of 𝑇min and 𝑇max.

Assertion 3.2. (1) The multivalued part mul𝑇min of the minimal relation 𝑇min is the set of
all ̃︀𝑓 ∈ 𝐿2

Δ(ℐ) such that for some (and hence for all) 𝑓 ∈ ̃︀𝑓 the solution 𝑦 of the equation

𝐽𝑦′ −𝐵(𝑡)𝑦 = ∆(𝑡)𝑓(𝑡), 𝑡 ∈ ℐ
with 𝑦(𝑎) = 0 satisfies ∆(𝑡)𝑦(𝑡) = 0 (a.e on ℐ) and [𝑦, 𝑧]𝑏 = 0, 𝑧 ∈ dom 𝒯max.

(2) The identity mul𝑇min = mul𝑇max holds if and only if for each function 𝑦 ∈ dom 𝒯max the
identity ∆(𝑡)𝑦(𝑡) = 0 (a.e. on ℐ) yields 𝑦(𝑎) = 0 and [𝑦, 𝑧]𝑏 = 0, 𝑧 ∈ dom 𝒯max.

3.2. 𝑞-pseudospectral and spectral functions. Denote by H𝑏 the set of all ̃︀𝑓 ∈ H with
the following property: there exists 𝛽 ̃︀𝑓 ∈ ℐ such that for some (and hence for all) function 𝑓 ∈ ̃︀𝑓
the identity ∆(𝑡)𝑓(𝑡) = 0 holds a.e. on (𝛽 ̃︀𝑓 , 𝑏). Moreover, denote by 𝑌0(·, 𝜆) the [H]-valued
operator solution of (34) satisfying 𝑌0(𝑎, 𝜆) = 𝐼H. With each ̃︀𝑓 ∈ H𝑏 we associate the function̂︀𝑓(·) : R → H given by ̂︀𝑓(𝑠) =

∫︁
ℐ
𝑌 *
0 (𝑡, 𝑠)∆(𝑡)𝑓(𝑡) 𝑑𝑡, 𝑓(·) ∈ ̃︀𝑓. (42)

By using the well-known properties of the solution 𝑌0(·, 𝜆), one can easily prove that ̂︀𝑓(·) is a
continuous (and even holomorphic) function on R.



ON SPECTRAL AND PSEUDOSPECTRAL FUNCTIONS. . . 133

Recall that an operator 𝑉 ∈ [H1,H2] is called a partial isometry if ||𝑉 𝑓 || = ||𝑓 || for all
𝑓 ∈ H1 ⊖ ker𝑉 .

Definition 3.3. A distribution function Σ(·) : R → [H] will be called a 𝑞-pseudospectral
function of the system (34) if ̂︀𝑓 ∈ ℒ2(Σ;H) for all ̃︀𝑓 ∈ H𝑏 and the operator 𝑉𝑏

̃︀𝑓 := 𝜋Σ
̂︀𝑓, ̃︀𝑓 ∈ H𝑏,

admits a continuation to a partial isometry 𝑉 = 𝑉Σ ∈ [H;𝐿2(Σ;H)].
The operator 𝑉 = 𝑉Σ will be called the Fourier transform corresponding to Σ(·).

Clearly, if Σ(·) is a 𝑞-pseudospectral function, then for each 𝑓(·) ∈ ℒ2
Δ(ℐ) there exists a

unique ̃︀𝑔(= 𝑉Σ𝜋Δ𝑓) ∈ 𝐿2(Σ;H) such that for each function 𝑔(·) ∈ ̃︀𝑔 one has

lim
𝛽↑𝑏

⃒⃒⃒⃒⃒⃒
𝑔(·) −

∫︁
[𝑎,𝛽)

𝑌 *
0 (𝑡, ·)∆(𝑡)𝑓(𝑡) 𝑑𝑡

⃒⃒⃒⃒⃒⃒
ℒ2(Σ;H)

= 0.

Proposition 3.4. Let Σ(·) be a 𝑞-pseudospectral function and let 𝑉 = 𝑉Σ be the correspond-
ing Fourier transform. Then for each ̃︀𝑔 ∈ 𝐿2

𝑙𝑜𝑐(Σ;H) the function

𝑓̃︀𝑔(𝑡) :=

∫︁
R
𝑌0(𝑡, 𝑠) 𝑑Σ(𝑠)𝑔(𝑠), 𝑔(·) ∈ ̃︀𝑔

belongs to ℒ2
Δ(ℐ) and 𝑉 *̃︀𝑔 = 𝜋Δ𝑓̃︀𝑔(·). Therefore,

𝑉 *̃︀𝑔 = 𝜋Δ

(︂∫︁
R
𝑌0(·, 𝑠) 𝑑Σ(𝑠)𝑔(𝑠)

)︂
, ̃︀𝑔 ∈ 𝐿2(Σ;H), 𝑔(·) ∈ ̃︀𝑔,

where the integral converges in the seminorm of ℒ2
Δ(ℐ).

Proof. According to Lemma 3.1 𝑓̃︀𝑔(·) is a continuous H-valued function on ℐ and by (17)

𝑓̃︀𝑔(𝑡) =

∫︁
R
𝑌0(𝑡, 𝑠)Ψ(𝑠)𝑔(𝑠) 𝑑𝜎(𝑠), 𝑔(·) ∈ ̃︀𝑔, (43)

where 𝜎 and Ψ are defined in Theorem 2.7, (1).
Let 𝑓*(·) ∈ ℒ2

Δ(ℐ) be a function such that 𝜋Δ𝑓*(·) = 𝑉 *̃︀𝑔. Moreover, let ℎ ∈ H, let 𝛿 ⊂ ℐ be
a compact interval and let 𝑓(𝑡) = 𝜒𝛿(𝑡)ℎ(∈ ℒ2

Δ(ℐ)). We show that∫︁
ℐ
(𝑓(𝑡),∆(𝑡)𝑓̃︀𝑔(𝑡))H 𝑑𝑡 =

∫︁
ℐ
(𝑓(𝑡),∆(𝑡)𝑓*(𝑡))H 𝑑𝑡. (44)

In view of (43) one has∫︁
ℐ
(𝑓(𝑡),∆(𝑡)𝑓̃︀𝑔(𝑡))H 𝑑𝑡 =

∫︁
ℐ

(︂∫︁
R
(∆(𝑡)𝑓(𝑡), 𝑌0(𝑡, 𝑠)Ψ(𝑠)𝑔(𝑠))H 𝑑𝜎(𝑠)

)︂
𝑑𝑡. (45)

Since 𝑌0(·, ·) is a continuous function on ℐ × R, it follows that∫︁
ℐ×R

|(∆(𝑡)𝑓(𝑡), 𝑌0(𝑡, 𝑠)Ψ(𝑠)𝑔(𝑠))H| 𝑑𝑡𝑑𝜎(𝑠) < ∞.
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Therefore, by the Fubini theorem one has∫︁
ℐ

(︂∫︁
R
(∆(𝑡)𝑓(𝑡), 𝑌0(𝑡, 𝑠)Ψ(𝑠)𝑔(𝑠))H 𝑑𝜎(𝑠)

)︂
𝑑𝑡 =∫︁

R

(︂∫︁
ℐ
(∆(𝑡)𝑓(𝑡), 𝑌0(𝑡, 𝑠)Ψ(𝑠)𝑔(𝑠))H 𝑑𝑡

)︂
𝑑𝜎(𝑠) =∫︁

R

(︂∫︁
ℐ
(Ψ(𝑠)𝑌 *

0 (𝑡, 𝑠)∆(𝑡)𝑓(𝑡), 𝑔(𝑠))H 𝑑𝑡

)︂
𝑑𝜎(𝑠) =∫︁

R

(︂
Ψ(𝑠)

∫︁
ℐ
𝑌 *
0 (𝑡, 𝑠)∆(𝑡)𝑓(𝑡) 𝑑𝑡, 𝑔(𝑠)

)︂
H
𝑑𝜎(𝑠) = (𝑉 𝜋Δ𝑓, ̃︀𝑔)𝐿2(Σ;H) =

(𝜋Δ𝑓, 𝑉
*̃︀𝑔)H =

∫︁
ℐ
(𝑓(𝑡),∆(𝑡)𝑓*(𝑡))𝑑𝑡.

Combining these relations with (45) one gets identity (44).
It follows from (44) that ∆(𝑡)𝑓̃︀𝑔(𝑡) = ∆(𝑡)𝑓*(𝑡) (a.e. on ℐ). Hence 𝑓̃︀𝑔(·) ∈ ℒ2

Δ(ℐ) and
𝜋Δ𝑓̃︀𝑔(·) = 𝜋Δ𝑓*(·) = 𝑉 *̃︀𝑔.
Let 𝑉Σ be the Fourier transform corresponding to the 𝑞-pseudospectral function Σ(·) and let
H′

0 = H⊖ ker𝑉Σ, 𝐿0 = 𝑉ΣH(= 𝑉ΣH
′
0) and 𝐿⊥

0 = 𝐿2(Σ;H) ⊖ 𝐿0. Then

H = ker𝑉Σ ⊕ H′
0, 𝐿2(Σ;H) = 𝐿0 ⊕ 𝐿⊥

0 . (46)

Assume also that

̃︀H′
0 := H′

0 ⊕ 𝐿⊥
0 ,

̃︀H :=

H⏞  ⏟  
ker𝑉Σ ⊕ H′

0⊕𝐿⊥
0 = H⊕ 𝐿⊥

0 = ker𝑉Σ ⊕ ̃︀H′
0 (47)

and let ̃︀𝑉 ′ ∈ [̃︀H′
0, 𝐿

2(Σ;H)] be a unitary operator of the form̃︀𝑉 ′ = (𝑉Σ � H
′
0, 𝐼𝐿⊥

0
) : H′

0 ⊕ 𝐿⊥
0 → 𝐿2(Σ;H), (48)

where 𝐼𝐿⊥
0

is an embedding operator from 𝐿⊥
0 to 𝐿2(Σ;H). Since H ⊂ ̃︀H, one may consider 𝑇min

as a linear relation in ̃︀H.

Lemma 3.5. Let Σ(·) be a 𝑞-pseudospectral function of the system (34) and let ̃︀𝑉 ′ be a
unitary operator (48). Moreover, let (𝑇min)*̃︀H ∈ ̃︀𝒞(̃︀H) be a linear relation adjoint to 𝑇min in ̃︀H
and let Λ = ΛΣ be the multiplication operator in 𝐿2(Σ;H). Then the identities̃︀𝑓 = (̃︀𝑉 ′)*̃︀𝑔, ̃︀𝑇0

̃︀𝑓 = (̃︀𝑉 ′)*Λ̃︀𝑔, ̃︀𝑔 ∈ dom Λ (49)

define a self-adjoint operator ̃︀𝑇0 in ̃︀H′
0 such that ̃︀𝑇0 ⊂ (𝑇min)*̃︀H.

Proof. It is easily seen that (𝑇min)*̃︀H = 𝑇max ⊕ (𝐿⊥
0 )2. Moreover, in view of (48) one has

(̃︀𝑉 ′)*̃︀𝑔 = 𝑉 *
Σ̃︀𝑔 + 𝑃𝐿⊥

0
̃︀𝑔, ̃︀𝑔 ∈ 𝐿2(Σ;H).

Therefore, (49) can be written as̃︀𝑓 = 𝑉 *
Σ̃︀𝑔 + 𝑃𝐿⊥

0
̃︀𝑔, ̃︀𝑇0

̃︀𝑓 = 𝑉 *
ΣΛ̃︀𝑔 + 𝑃𝐿⊥

0
Λ̃︀𝑔, ̃︀𝑔 ∈ dom Λ.

Thus to prove the inclusion ̃︀𝑇0 ⊂ (𝑇min)*̃︀H it is sufficient to show that {𝑉 *
Σ̃︀𝑔, 𝑉 *

ΣΛ̃︀𝑔} ∈ 𝑇max for
all ̃︀𝑔 ∈ dom Λ.

Let ̃︀𝑔 ∈ dom Λ, 𝑔(·) ∈ ̃︀𝑔 and let 𝐸(·) = 𝐸Σ(·) be the spectral measure of Λ. Then
by (16) and (15) for each compact interval 𝛿 ⊂ R one has 𝐸(𝛿)̃︀𝑔 = 𝜋Σ(𝜒𝛿(·)𝑔(·)) and
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Λ𝐸(𝛿)̃︀𝑔 = 𝜋Σ(𝑠𝜒𝛿(𝑠)𝑔(𝑠)). Therefore, according to Proposition 3.4 𝑉 *
Σ𝐸(𝛿)̃︀𝑔 = 𝜋Δ𝑦(·) and

𝑉 *
ΣΛ𝐸(𝛿)̃︀𝑔 = 𝜋Δ𝑓(·), where

𝑦(𝑡) =

∫︁
R
𝑌0(𝑡, 𝑠)𝑑Σ(𝑠)𝜒𝛿(𝑠)𝑔(𝑠), 𝑓(𝑡) =

∫︁
R
𝑠𝑌0(𝑡, 𝑠)𝑑Σ(𝑠)𝜒𝛿(𝑠)𝑔(𝑠).

It follows from Lemma 3.1 that 𝑦(·) is absolutely continuous and

𝑦′(𝑡) = −𝐽

∫︁
R
(𝐵(𝑡) + 𝑠∆(𝑡))𝑌0(𝑡, 𝑠) 𝑑Σ(𝑠)𝜒𝛿(𝑠)𝑔(𝑠) (a.e.on ℐ).

Therefore,

𝐽𝑦′(𝑡) −𝐵(𝑡)𝑦(𝑡) = ∆(𝑡)

∫︁
R
𝑠𝑌0(𝑡, 𝑠) 𝑑Σ(𝑠)𝜒𝛿(𝑠)𝑔(𝑠) = ∆(𝑡)𝑓(𝑡) (a.e.on ℐ)

and, consequently, {𝑦, 𝑓} ∈ 𝒯max. Hence {𝑉 *
Σ𝐸(𝛿)̃︀𝑔, 𝑉 *

ΣΛ𝐸(𝛿)̃︀𝑔}(= {𝜋Δ𝑦(·), 𝜋Δ𝑓(·)}) ∈ 𝑇max

and passage to the limit when 𝛿 → R yields the required inclusion {𝑉 *
Σ̃︀𝑔, 𝑉 *

ΣΛ̃︀𝑔} ∈ 𝑇max.

Theorem 3.6. For each 𝑞-pseudospectral function Σ(·) of the system (34) the corresponding
Fourier transform 𝑉Σ satisfies

mul𝑇min ⊂ ker𝑉Σ (50)
(for mul𝑇min see Assertion 3.2, (1)).

Proof. Let ̃︀𝑇0 = ̃︀𝑇 *
0 be the operator in ̃︀H′

0 defined in Lemma 3.5 and let (̃︀𝑇0)
*̃︀H′ be the linear

relation adjoint to ̃︀𝑇0 in ̃︀H′ . Then (̃︀𝑇0)
*̃︀H′ = ̃︀𝑇0⊕ (ker𝑉Σ)2 and the inclusion ̃︀𝑇0 ⊂ (𝑇min)*̃︀H yields

𝑇min ⊂ ̃︀𝑇0 ⊕ (ker𝑉Σ)2. (51)

Let 𝑛 ∈ mul𝑇min. Then {0, 𝑛} ∈ 𝑇min and by (51) {0, 𝑛} ∈ ̃︀𝑇0 ⊕ (ker𝑉Σ)2. Therefore, there
exist 𝑓 ∈ dom ̃︀𝑇0 and 𝑔, 𝑔′ ∈ ker𝑉Σ such that

𝑓 + 𝑔 = 0, ̃︀𝑇0𝑓 + 𝑔′ = 𝑛.

Since 𝑓 ∈ ̃︀H′
0, 𝑔 ∈ ker𝑉Σ and ̃︀H′

0 ⊥ ker𝑉Σ (see (47)), it follows that 𝑓 = 𝑔 = 0. Therefore,̃︀𝑇0𝑓 = 0 and hence 𝑛 = 𝑔′ ∈ ker𝑉Σ. This yields the inclusion (50).

Remark 3.7. According to [2, Lemma 5], the identity

Φ𝑠𝑓 =

∫︁
ℐ
𝑌 *
0 (𝑡, 𝑠)∆(𝑡)𝑓(𝑡) 𝑑𝑡, ̃︀𝑓 ∈ dom𝑇min ∩ H𝑏, 𝑠 ∈ R (52)

defines a directing mapping Φ of 𝑇min in the sense of [2]. By using this fact and Theorem 1 from
[2] one can prove the inclusion (50) for 𝑞-pseudospectral functions Σ(·) satisfying the additional
condition ||𝑉Σ

̃︀𝑓 || = || ̃︀𝑓 ||, ̃︀𝑓 ∈ dom𝑇min.

Definition 3.8. A 𝑞-pseudospectral function Σ(·) of the system (34) will be called a pseu-
dospectral function if the corresponding Fourier transform 𝑉Σ satisfies ker𝑉Σ = mul𝑇min.

Definition 3.9. A distribution function Σ(·) : R → [H] will be called a spectral function of
the system (34) if for every ̃︀𝑓 ∈ H𝑏 the inclusion ̂︀𝑓 ∈ ℒ2(Σ;H) holds and the Parseval identity
|| ̂︀𝑓 ||ℒ2(Σ;H) = || ̃︀𝑓 ||H is valid (for ̂︀𝑓 see (42)).

It follows from Theorem 3.6 that a pseudospectral function is a 𝑞-pseudospectral function Σ(·)
with the minimally possible ker𝑉Σ. Moreover, the same theorem yields the following assertion.

Assertion 3.10. A distribution function Σ(·) : R → [H] is a spectral function of the system
(34) if and only if it is a pseudospectral function with ker𝑉Σ(= mul𝑇min) = {0} (that is, with
the isometry 𝑉Σ).



136 V.I. MOGILEVSKII

In the following we put H0 := H⊖ mul𝑇min, so that

H = mul𝑇min ⊕ H0. (53)

Moreover, for a pseudospectral function Σ(·) we denote by 𝑉0 = 𝑉0,Σ the isometry from H0 to
𝐿2(Σ;H) given by

𝑉0,Σ := 𝑉Σ � H0. (54)
Clearly, 𝑉Σ admits the representation

𝑉Σ = (0, 𝑉0,Σ) : mul𝑇min ⊕ H0 → 𝐿2(Σ;H) (55)

3.3. Pseudospectral functions and extensions of the minimal relation. Recall that
system (34) is called definite if for some (and hence for all) 𝜆 ∈ C there exists only the trivial
solution 𝑦 = 0 of this system satisfying ∆(𝑡)𝑦(𝑡) = 0 a.e. in ℐ. We also introduce the following
definition.

Definition 3.11. System (34) will be called absolutely definite if the Lebesgue measure of
the set {𝑡 ∈ ℐ : ∆(𝑡) is invertible} is positive.

Remark 3.12. (1) Clearly, each absolutely definite system is definite. Moreover, one can
easily construct definite, but not absolutely definite system (34) (even with 𝐵(𝑡) ≡ 0 and
continuous ∆(𝑡)).

(2) It is known (see e.g. [24]) that the maximal relation 𝑇max induced by the definite sym-
metric system (34) possesses the following property: for any {̃︀𝑦, ̃︀𝑓} ∈ 𝑇max there exists a unique
absolutely continuous function 𝑦 ∈ ℒ2

Δ(ℐ) such that 𝑦 ∈ ̃︀𝑦 and {𝑦, 𝑓} ∈ 𝒯max for any 𝑓 ∈ ̃︀𝑓 .
Below we associate such a function 𝑦 with each pair {̃︀𝑦, ̃︀𝑓} ∈ 𝑇max.

Similarly to [5, Proposition 6.9] one proves the following proposition.

Proposition 3.13. Let Σ(·) be a 𝑞-pseudospectral function of the definite system and let
𝐿0 be a subspace in 𝐿2(Σ;H) given by 𝐿0 = 𝑉ΣH. Then the multiplication operator ΛΣ is
𝐿0-minimal (in the sense of Definition 2.1).

For a Hilbert space ̃︀H ⊃ H we put ̃︀H0 := ̃︀H⊖ mul𝑇min, so that̃︀H = mul𝑇min ⊕ ̃︀H0. (56)

It is clear that H0 ⊂ ̃︀H0 (for H0 see (53)).
Let ̃︀𝑇 ∈ ̃︂Self0(𝑇min) be a linear relation in a Hilbert space ̃︀H ⊃ H and let ̃︀H be decomposed

as in (56) (for the class ̃︂Self0 see Definition 2.14). In the sequel we denote by ̃︀𝑇0 the operator
part of ̃︀𝑇 . Since mul ̃︀𝑇 = mul𝑇min, it follows that ̃︀𝑇0 is a self-adjoint operator in ̃︀H0. Let 𝐸0(·)
be the orthogonal spectral measure of ̃︀𝑇0 and let 𝐹0(·) : R → [H0] be a distribution function
given by

𝐹0(𝑡) = ̃︀𝑃H0𝐸0((−∞, 𝑡)) � H0, 𝑡 ∈ R, (57)

where ̃︀𝑃H0 is the orthoprojector in ̃︀H0 onto H0. It is clear that a spectral function 𝐹 (·) of 𝑇min

generated by ̃︀𝑇 is of the form

𝐹 (𝑡) = diag (𝐹0(𝑡), 0) : H0 ⊕ mul𝑇min → H0 ⊕ mul𝑇min. (58)

Proposition 3.14. Let system (34) be definite. Then for each pseudospectral function Σ(·)
of this system there exists a unique (up to the equivalence) exit space extension ̃︀𝑇 ∈ ̃︂Self0(𝑇min)
such that the corresponding spectral function 𝐹 (·) of 𝑇min satisfies

((𝐹 (𝛽) − 𝐹 (𝛼)) ̃︀𝑓, ̃︀𝑓)H =

∫︁
[𝛼,𝛽)

(𝑑Σ(𝑠) ̂︀𝑓(𝑠), ̂︀𝑓(𝑠)), ̃︀𝑓 ∈ H𝑏, −∞ < 𝛼 < 𝛽 < ∞. (59)
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Moreover, if ̃︀𝑇 is a linear relation in a Hilbert space ̃︀H ⊃ H, then there exists a unitary operator̃︀𝑉 ∈ [̃︀H0, 𝐿
2(Σ;H)] such that ̃︀𝑉 � H0 = 𝑉0,Σ and the operators ̃︀𝑇0 and ΛΣ are unitarily equivalent

by means of ̃︀𝑉 .

Proof. For a given pseudospectral function Σ(·) we put 𝐿0 = 𝑉ΣH0 and 𝐿⊥
0 = 𝐿2(Σ;H) ⊖ 𝐿0,

so that 𝐿2(Σ;H) = 𝐿0 ⊕ 𝐿⊥
0 . Assume also that̃︀H0 := H0 ⊕ 𝐿⊥

0 ,
̃︀H := mul𝑇min ⊕ H0 ⊕ 𝐿⊥

0 = mul𝑇min ⊕ ̃︀H0 (60)

and let ̃︀𝑉 ∈ [̃︀H0, 𝐿
2(Σ;H)] be a unitary operator given bỹ︀𝑉 = (𝑉0,Σ, 𝐼𝐿⊥

0
) : H0 ⊕ 𝐿⊥

0 → 𝐿2(Σ;H). (61)

Since ker𝑉Σ = mul𝑇min, it follows that H′
0 = H0, ̃︀H′

0 = ̃︀H0 and ̃︀𝑉 ′ = ̃︀𝑉 (see (46), (47) and
(48)). Therefore, by Lemma 3.5 identities (49) with ̃︀𝑉 ′ = ̃︀𝑉 define a self-adjoint operator ̃︀𝑇0 iñ︀H0. Moreover, in view of (49) the operators ̃︀𝑇0 and Λ = ΛΣ are unitarily equivalent by means
of ̃︀𝑉 . Hence the spectral measure 𝐸0(·) of ̃︀𝑇0 satisfies

𝐸0([𝛼, 𝛽)) = ̃︀𝑉 *𝐸Σ([𝛼, 𝛽))̃︀𝑉 , −∞ < 𝛼 < 𝛽 < ∞. (62)

Observe also that ̃︀𝑉 H0 = 𝑉ΣH = 𝐿0 and by Proposition 3.13 operator ΛΣ is 𝐿0-minimal.
Therefore, the operator ̃︀𝑇0 is H0-minimal.

It follows from the second identity in (60) that ̃︀𝑇 := ({0} ⊕ mul𝑇min) ⊕ ̃︀𝑇0 is a self-
adjoint linear relation in ̃︀H with the operator part ̃︀𝑇0 and mul ̃︀𝑇 = mul𝑇min. Moreover,
{0} ⊕ mul𝑇min ⊂ 𝑇min ⊂ (𝑇min)*̃︀H and by Lemma 3.5 ̃︀𝑇0 ⊂ (𝑇min)*̃︀H. Hence ̃︀𝑇 ⊂ (𝑇min)*̃︀H and,
consequently, 𝑇min ⊂ ̃︀𝑇 . Observe also that relation ̃︀𝑇 is H-minimal, since operator ̃︀𝑇0 is H0-
minimal. Hence ̃︀𝑇 ∈ ̃︂Self0(𝑇min).

Next we assume that 𝐹 (·) is a spectral function of 𝑇min generated by ̃︀𝑇 and let 𝐹0(·) be given
by (57). By using (62) and (61) one can easily show that

𝐹0(𝛽) − 𝐹0(𝛼) = ̃︀𝑃H0𝐸0([𝛼, 𝛽)) � H0 = 𝑉 *
0,Σ𝐸Σ([𝛼, 𝛽))𝑉0,Σ, −∞ < 𝛼 < 𝛽 < ∞.

Therefore, by (58) and (55) one has

𝐹 (𝛽) − 𝐹 (𝛼) = 𝑉 *
Σ𝐸Σ([𝛼, 𝛽))𝑉Σ, −∞ < 𝛼 < 𝛽 < ∞,

which is equivalent to (59). Finally, uniqueness of ̃︀𝑇 directly follows from (59) and H-minimality
of ̃︀𝑇 .

The following corollary is immediate from Proposition 3.14.

Corollary 3.15. Let Σ(·) be a pseudospectral function of the definite system (34). Then
𝑉0,Σ is a unitary operator from H0 onto 𝐿2(Σ;H) if and only if 𝑛+(𝑇min) = 𝑛−(𝑇min) and
the corresponding extension ̃︀𝑇 from Proposition 3.14 is canonical, that is ̃︀𝑇 ∈ Self0(𝑇min). If
these conditions are satisfied, then operators ̃︀𝑇0 (the operator part of ̃︀𝑇 ) and ΛΣ are unitarily
equivalent by means of 𝑉0,Σ.

Remark 3.16. Applying [2, Theorem 1] to the directing mapping (52) one can give another
proof of Proposition 3.14.

The following theorem is well known (see e.g. [27, 28, 29]).

Theorem 3.17. For each generalized resolvent 𝑅(𝜆) of 𝑇min there exists a unique operator
function Ω(·) : C ∖ R → [H] such that for each ̃︀𝑓 ∈ 𝐿2

Δ(ℐ) and 𝜆 ∈ C ∖ R

𝑅(𝜆) ̃︀𝑓 = 𝜋Δ

(︂∫︁
ℐ
𝑌0(·, 𝜆)(Ω(𝜆) + 1

2
sgn(𝑡− 𝑥)𝐽)𝑌 *

0 (𝑡, 𝜆)∆(𝑡)𝑓(𝑡) 𝑑𝑡

)︂
, 𝑓 ∈ ̃︀𝑓. (63)
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Moreover, Ω(·) is a Nevanlinna operator function.

Definition 3.18. [27, 29] The operator function Ω(·) is called the characteristic matrix of
the symmetric system (34) corresponding to the generalized resolvent 𝑅(𝜆).

Remark 3.19. For a much more general situation formula (63) is obtained in [30, 31].

Since Ω(·) is a Nevanlinna function, it follows that the identity (the Stieltjes formula)

ΣΩ(𝑠) = lim
𝛿→+0

lim
𝜀→+0

1

𝜋

∫︁ 𝑠−𝛿

−𝛿

Im Ω(𝜎 + 𝑖𝜀) 𝑑𝜎. (64)

defines a distribution [H]-valued function ΣΩ(·). This function is called a spectral function of
Ω(·).

Theorem 3.20. Assume that system (34) is absolutely definite. Let ̃︀𝑇 ∈ ̃︂Self0(𝑇min), let 𝐹 (·)
and 𝑅(·) be the spectral function and the generalized resolvent of 𝑇min respectively generated bỹ︀𝑇 , let Ω(·) be the characteristic matrix corresponding to 𝑅(·) and let ΣΩ(·) be the spectral
function of Ω(·). Then Σ(·) = ΣΩ(·) is a unique pseudospectral function of the system (34)
such that (59) holds.

Proof. (1) Assume that ̃︀𝑇 is a linear relations in the Hilbert space ̃︀H ⊃ H. By using (63) and
the Stieltjes-Livs̆ic inversion formula one proves identity (59) for Σ(·) = ΣΩ(·) in the same way
as Theorem 4 in [29].

Next assume that H and ̃︀H are decomposed as in (53) and (56), respectively. Since
mul ̃︀𝑇 = mul𝑇min, it follows from (59) and (14) that for any ̃︀𝑓 ∈ H𝑏 one has ̂︀𝑓 ∈ ℒ2(Σ;H)

and || ̂︀𝑓 ||ℒ2(Σ;H) = ||𝑃̃︀H0

̃︀𝑓 ||̃︀H 6 || ̃︀𝑓 ||H. Hence the operator 𝑉𝑏
̃︀𝑓 := 𝜋Σ

̂︀𝑓, ̃︀𝑓 ∈ H𝑏, admits a
continuation to an operator 𝑉 ∈ [H, 𝐿2(Σ;H)] satisfying

||𝑉 ̃︀𝑓 ||𝐿2(Σ;H) = ||𝑃̃︀H0

̃︀𝑓 ||̃︀H, ̃︀𝑓 ∈ H. (65)

It follows from (65), (56) and the inclusion H0 ⊂ ̃︀H0 that 𝑉 ̃︀𝑓 = 0, ̃︀𝑓 ∈ mul𝑇min, and
||𝑉 ̃︀𝑓 ||𝐿2(Σ;H) = || ̃︀𝑓 ||̃︀H = || ̃︀𝑓 ||H, ̃︀𝑓 ∈ H0. Thus 𝑉 is a partial isometry with ker𝑉 = mul𝑇min

and, consequently, Σ(·) = ΣΩ(·) is a pseudospectral function of the system (34) such that (59)
holds.

(2) Next we show that each pseudospectral function Σ(·) satisfying (59) coincides with ΣΩ(·).
So, let Σ(·) be such a function, let 𝑉Σ be the corresponding Fourier transform and let 𝐸Σ be
spectral measure (16). Then by (59) for each finite interval 𝛿 = [𝛼, 𝛽) ⊂ R one has

𝐹 (𝛽) − 𝐹 (𝛼) = 𝑉 *
Σ𝐸Σ(𝛿)𝑉Σ (66)

and Proposition 3.4 yields

(𝐹 (𝛽) − 𝐹 (𝛼)) ̃︀𝑓 = 𝜋Δ

(︂∫︁
𝛿

𝑌0(·, 𝑠)𝑑Σ(𝑠) ̂︀𝑓(𝑠)

)︂
, 𝛿 = [𝛼, 𝛽) ⊂ R, ̃︀𝑓 ∈ H𝑏. (67)

Substituting (42) into (67) and then using the Fubini theorem one can easily show that

(𝐹 (𝛽) − 𝐹 (𝛼)) ̃︀𝑓 = 𝜋Δ

(︂∫︁
ℐ
𝐾𝛿,Σ(·, 𝑢)∆(𝑢)𝑓(𝑢) 𝑑𝑢

)︂
, 𝛿 = [𝛼, 𝛽) ⊂ R, ̃︀𝑓 ∈ H𝑏, 𝑓 ∈ ̃︀𝑓, (68)

where

𝐾𝛿,Σ(𝑡, 𝑢) =

∫︁
𝛿

𝑌0(𝑡, 𝑠)𝑑Σ(𝑠)𝑌 *
0 (𝑢, 𝑠), 𝑡, 𝑢 ∈ ℐ. (69)

Let 𝐾𝛿,ΣΩ
(𝑡, 𝑢) be given by (69) with Σ(𝑠) = ΣΩ(𝑠) and let 𝐾𝛿(𝑡, 𝑢) = 𝐾𝛿,Σ(𝑡, 𝑢) −𝐾𝛿,ΣΩ

(𝑡, 𝑢),
𝑡, 𝑢 ∈ ℐ. It follows from Theorem 2.7 that there exist a scalar measure 𝜎 on ℬ and functions
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Ψ,ΨΩ : R → [H] such that

Σ(𝛽) − Σ(𝛼) =

∫︁
𝛿

Ψ(𝑠) 𝑑𝜎(𝑠) and ΣΩ(𝛽) − ΣΩ(𝛼) =

∫︁
𝛿

ΨΩ(𝑠) 𝑑𝜎(𝑠) (70)

for any finite 𝛿 = [𝛼, 𝛽). Let ̃︀Ψ(𝑠) = Ψ(𝑠) − ΨΩ(𝑠). Then in view of (69) one has

𝐾𝛿(𝑡, 𝑢) =

∫︁
𝛿

𝑌0(𝑡, 𝑠)̃︀Ψ(𝑠)𝑌 *
0 (𝑢, 𝑠) 𝑑𝜎(𝑠), 𝑡, 𝑢 ∈ ℐ, 𝛿 = [𝛼, 𝛽) ⊂ R. (71)

Since ΣΩ(·) also satisfies (59), identity (68) holds with 𝐾𝛿,ΣΩ
in place of 𝐾𝛿,Σ. Hence

𝜋Δ

(︂∫︁
ℐ
𝐾𝛿(·, 𝑢)∆(𝑢)𝑓(𝑢) 𝑑𝑢

)︂
= 0, 𝛿 = [𝛼, 𝛽) ⊂ R, 𝑓 ∈ ℒ2

Δ(ℐ), 𝜋Δ𝑓 ∈ H𝑏. (72)

Denote by 𝐹 (𝐹 ′) the set of all finite intervals 𝛿 = [𝛼, 𝛽) ⊂ R (resp. 𝛿′ = [𝛼′, 𝛽′) ⊂ ℐ) with
rational endpoints. Moreover, let {𝑒𝑗}𝑛1 be a basis in H. It follows from (72) that for any
𝛿 ∈ 𝐹, 𝛿′ ∈ 𝐹 ′ and 𝑒𝑗 there exists a Borel set 𝐵 = 𝐵(𝛿, 𝛿′, 𝑒𝑗) ⊂ ℐ such that 𝜇1(ℐ ∖𝐵) = 0 and∫︁

𝛿′
∆(𝑡)𝐾𝛿(𝑡, 𝑢)∆(𝑢)𝑒𝑗 𝑑𝑢 = 0, 𝑡 ∈ 𝐵. (73)

(here 𝜇1 is the Lebesgue measure on ℐ). For each 𝛿 ∈ 𝐹 put̃︀𝐾𝛿(𝑡, 𝑢) = ∆(𝑡)𝐾𝛿(𝑡, 𝑢)∆(𝑢) =

∫︁
𝛿

∆(𝑡)𝑌0(𝑡, 𝑠)̃︀Ψ(𝑠)𝑌 *
0 (𝑢, 𝑠)∆(𝑢) 𝑑𝜎(𝑠) (74)

and let 𝐵𝛿 = {{𝑡, 𝑢} ∈ ℐ × ℐ : ̃︀𝐾𝛿(𝑡, 𝑢) = 0}, 𝐵0 =
⋂︀
𝛿∈𝐹

𝐵𝛿. It follows from (73) that

𝜇2(ℐ × ℐ ∖𝐵𝛿) = 0, 𝛿 ∈ 𝐹, and hence 𝜇2(ℐ × ℐ ∖𝐵0) = 0 (here 𝜇2 is the Lebesgue measure on
ℐ × ℐ). Let 𝑋Δ = {𝑡 ∈ ℐ : ∆(𝑡) is invertible}. Since system (34) is absolutely definite, it
follows that 𝜇1(𝑋Δ) > 0. Hence 𝜇2(𝑋Δ × 𝑋Δ) > 0 and, consequently, (𝑋Δ × 𝑋Δ) ∩ 𝐵0 ̸= ∅.
Therefore, there exist 𝑡0 and 𝑢0 in 𝐼 such that the operators ∆(𝑡0) and ∆(𝑢0) are invertible and
the identity ̃︀𝐾𝛿(𝑡0, 𝑢0) =

∫︁
𝛿

∆(𝑡0)𝑌0(𝑡0, 𝑠)̃︀Ψ(𝑠)𝑌 *
0 (𝑢0, 𝑠)∆(𝑢0) 𝑑𝜎(𝑠) = 0

holds for all 𝛿 ∈ 𝐹 . Hence ∆(𝑡0)𝑌0(𝑡0, 𝑠)̃︀Ψ(𝑠)𝑌 *
0 (𝑢0, 𝑠)∆(𝑢0) = 0 (𝜎-a.e. on R) and invertibility

of 𝑌0(𝑡0, 𝑠) and 𝑌 *
0 (𝑢0, 𝑠) yields ̃︀Ψ(𝑠) = 0 (𝜎-a.e. on R). Thus, Ψ(𝑠) = ΨΩ(𝑠) and by (70)

Σ(𝑠) = ΣΩ(𝑠).

Now combining Proposition 3.14, Theorem 3.20 and Corollary 3.15 we arrive at the following
theorem.

Theorem 3.21. Let system (34) be absolutely definite. Then:
(1) Identities (63) and (64) give a bijective correspondence Σ(·) = Σ̃︀𝑇 (·) between all exten-

sions ̃︀𝑇 ∈ ̃︂Self0(𝑇min) and all pseudospectral functions Σ(·). More precisely, let ̃︀𝑇 ∈ ̃︂Self0(𝑇min),
let 𝑅(·) = 𝑅̃︀𝑇 (·) be the generalized resolvent of 𝑇min induced by ̃︀𝑇 , let Ω(·) = Ω̃︀𝑇 (·) be the
characteristic matrix corresponding to 𝑅̃︀𝑇 (·) and let Σ̃︀𝑇 (·) be the spectral function of Ω̃︀𝑇 (·).
Then Σ̃︀𝑇 (·) is a pseudospectral function of system (34). And vice versa, for each pseudospectral
function Σ(·) of system (34) there exists a unique (up to equivalence) ̃︀𝑇 ∈ ̃︂Self0(𝑇min) such that
Σ(·) = Σ̃︀𝑇 (·).

(2) If ̃︀𝑇 ∈ ̃︂Self0(𝑇min) and Σ(·) = Σ̃︀𝑇 (·), then operators ̃︀𝑇0 (the operator part of ̃︀𝑇 ) and ΛΣ

are unitarily equivalent and hence they have the same spectral properties. In particular this
implies that the spectral multiplicity of ̃︀𝑇0 does not exceed dimH.

(3) 𝑉0,Σ is a unitary operator from H0 onto 𝐿2(Σ;H) if and only if 𝑛+(𝑇min) = 𝑛−(𝑇min) and
Σ(·) = Σ̃︀𝑇 with ̃︀𝑇 ∈ Self0(𝑇min). In this case the operators ̃︀𝑇0 and ΛΣ are unitarily equivalent
by means of 𝑉0,Σ.
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Next, combining the results of this subsection with Assertion 3.10 one gets the following
theorem.

Theorem 3.22. The set of spectral functions of system (34) is not empty if and only if
mul𝑇min = {0}. If this condition is satisfied, then the sets of spectral and pseudospectral func-
tions of system (34) coincide and hence Proposition 3.14, Theorems 3.20, 3.21 and Corollary
3.15 are valid for spectral functions (instead of pseudospectral ones). Moreover, in this case
statements of Proposition 3.14 and Theorem 3.21 hold with ̃︀𝑇 and 𝑉Σ in place of ̃︀𝑇0 and 𝑉0,Σ

respectively.

Remark 3.23. For a not necessarily absolutely definite system Theorem 3.21 could be easily
obtained from Theorem 1 in [2] applied to directing mapping (52). For this purpose it would be
needed one of the statements of the mentioned Theorem 1, which is not proved in [2] (namely,
uniqueness of a spectral function 𝑉 of ⟨𝑆; Φ⟩ for a given extension ̃︀𝑆 = ̃︀𝑆* of 𝑆, where the
notations are taken from [2]). In fact, we do not know whether Theorem 3.21 is valid for not
absolutely definite systems.

4. Parametrization of pseudospectral and spectral functions

Proposition 4.1. [5] Let system (34) be definite and let 𝑛−(𝑇min) 6 𝑛+(𝑇min). Then: (1)
There exist a finite dimensional Hilbert space ̃︀ℋ𝑏, a subspace ℋ𝑏 ⊂ ̃︀ℋ𝑏 and a surjective linear
mapping

Γ𝑏 = (Γ0𝑏, ̂︀Γ𝑏, Γ1𝑏)
⊤ : dom 𝒯max → ̃︀ℋ𝑏 ⊕ ̂︀𝐻 ⊕ℋ𝑏 (75)

such that for all 𝑦, 𝑧 ∈ dom 𝒯max the following identity is valid

[𝑦, 𝑧]𝑏 = (Γ0𝑏𝑦,Γ1𝑏𝑧) − (Γ1𝑏𝑦,Γ0𝑏𝑧) + 𝑖(𝑃ℋ⊥
𝑏

Γ0𝑏𝑦, 𝑃ℋ⊥
𝑏

Γ0𝑏𝑧) + 𝑖(̂︀Γ𝑏𝑦, ̂︀Γ𝑏𝑧) (76)

(here ℋ⊥
𝑏 = ̃︀ℋ𝑏 ⊖ℋ𝑏).

(2) If Γ𝑏 is a surjective linear mapping (75) satisfying (76), then a collection
Π+ = {ℋ0 ⊕ℋ1,Γ0,Γ1} with

ℋ0 = 𝐻 ⊕ ̂︀𝐻 ⊕ ̃︀ℋ𝑏 = 𝐻0 ⊕ ̃︀ℋ𝑏, ℋ1 = 𝐻 ⊕ ̂︀𝐻 ⊕ℋ𝑏 = 𝐻0 ⊕ℋ𝑏 (77)

Γ0{̃︀𝑦, ̃︀𝑓} = {−𝑦1(𝑎), 𝑖(̂︀𝑦(𝑎) − ̂︀Γ𝑏𝑦), Γ0𝑏𝑦} ∈ 𝐻 ⊕ ̂︀𝐻 ⊕ ̃︀ℋ𝑏 (78)

Γ1{̃︀𝑦, ̃︀𝑓} = {𝑦0(𝑎), 1
2
(̂︀𝑦(𝑎) + ̂︀Γ𝑏𝑦), −Γ1𝑏𝑦} ∈ 𝐻 ⊕ ̂︀𝐻 ⊕ℋ𝑏 (79)

is a boundary triplet for 𝑇max (in (78) and (79) 𝑦 ∈ dom 𝒯max is a function corresponding to
{̃︀𝑦, ̃︀𝑓} ∈ 𝑇max in accordance with Remark 3.12, (2)).

If in addition 𝑛+(𝑇min) = 𝑛−(𝑇min), theñ︀ℋ𝑏 = ℋ𝑏, ℋ0 = ℋ1 =: ℋ = 𝐻0 ⊕ℋ𝑏 (80)

and Π+ turns into an ordinary boundary triplet Π = {ℋ,Γ0,Γ1} for 𝑇max with ℋ defined by the
second identity in (80).

The boundary triplet Π+ constructed in Proposition 4.1 is called a decomposing boundary
triplet for 𝑇max.

Below we suppose that the following assumptions are satisfied:
(A1) System (34) is absolutely definite and 𝑛−(𝑇min) 6 𝑛+(𝑇min)

(A2) ̃︀ℋ𝑏 and ℋ𝑏(⊂ ̃︀ℋ𝑏) are finite dimensional Hilbert spaces and Γ𝑏 is a surjective linear
mapping (75) satisfying (76).
(A3) ℋ0 and ℋ1 are finite dimensional Hilbert spaces (77)
(A4) Π+ = {ℋ0⊕ℋ1,Γ0,Γ1} is the decomposing boundary triplet (78), (79) for 𝑇max and 𝑀+(·)
is the Weyl function of Π+ in the sense of Definition 2.11.
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Definition 4.2. A boundary parameter 𝜏 is a collection 𝜏 = {𝜏+, 𝜏−} ∈ ̃︀𝑅+(ℋ0,ℋ1) of the
form (18).

In the case of equal deficiency indices 𝑛+(𝑇min) = 𝑛−(𝑇min) identities (80) hold and a bound-
ary parameter is an operator pair 𝜏 ∈ ̃︀𝑅(ℋ) defined by (19). If in addition 𝜏 ∈ ̃︀𝑅0(ℋ), then
a boundary parameter will be called self-adjoint. In this case 𝜏 admits the representation as a
self-adjoint operator pair (20).

It follows from Theorem 2.15 that for each boundary parameter 𝜏 = {𝜏+, 𝜏−} defined by (18)
there exist the limits ℬ𝜏 and ̂︀ℬ𝜏 of the form (28) and (29).

Definition 4.3. A boundary parameter 𝜏 will be called admissible if ℬ𝜏 = ̂︀ℬ𝜏 = 0.

The following proposition is immediate from the results of [6].

Proposition 4.4. (i) If lim
𝑦→∞

1
𝑖𝑦
𝑀+(𝑖𝑦) � ℋ1 = 0, then the boundary parameter 𝜏 is admissi-

ble if and only if ℬ𝜏 = 0.
(ii) Every boundary parameter is admissible if and only if mul𝑇min = mul𝑇max (see Assertion

3.2, (2)) or equivalently, if and only if lim
𝑦→∞

1
𝑖𝑦
𝑀+(𝑖𝑦) � ℋ1 = 0 and

lim
𝑦→+∞

𝑦
(︀
Im(𝑀+(𝑖𝑦)ℎ0, ℎ0)ℋ0 + 1

2
||𝑃2ℎ0||2

)︀
= +∞, ℎ0 ∈ ℋ0, ℎ0 ̸= 0, (81)

where 𝑃2 is the orthoprojector in ℋ0 onto ℋ2 = ℋ0 ⊖ℋ1.

In the following theorem we describe all pseudospectral functions of the system (34) in terms
of the boundary parameter 𝜏 .

Theorem 4.5. Let the assumptions (A1)–(A4) be satisfied. Moreover, let

𝑀+(𝜆) =

(︂
𝑚0(𝜆) 𝑀2+(𝜆)
𝑀3+(𝜆) 𝑀4+(𝜆)

)︂
: 𝐻0 ⊕ ̃︀ℋ𝑏⏟  ⏞  

ℋ0

→ 𝐻0 ⊕ℋ𝑏⏟  ⏞  
ℋ1

, 𝜆 ∈ C+ (82)

be the block-matrix representation of the Weyl function 𝑀+(·) and let

Ω0(𝜆) =

(︂
𝑚0(𝜆) −1

2
𝐼𝐻,𝐻0

−1
2
𝑃𝐻0,𝐻 0

)︂
: 𝐻0 ⊕𝐻⏟  ⏞  

H

→ 𝐻0 ⊕𝐻⏟  ⏞  
H

, 𝜆 ∈ C ∖ R (83)

𝑆1(𝜆) =

(︂
𝑚0(𝜆) − 𝑖

2
𝑃 ̂︀𝐻 𝑀2+(𝜆)

−𝑃𝐻0,𝐻 0

)︂
: 𝐻0 ⊕ ̃︀ℋ𝑏⏟  ⏞  

ℋ0

→ 𝐻0 ⊕𝐻⏟  ⏞  
H

, 𝜆 ∈ C+

𝑆2(𝜆) =

(︂
𝑚0(𝜆) + 𝑖

2
𝑃 ̂︀𝐻 −𝐼𝐻,𝐻0

𝑀3+(𝜆) 0

)︂
: 𝐻0 ⊕𝐻⏟  ⏞  

H

→ 𝐻0 ⊕ℋ𝑏⏟  ⏞  
ℋ1

, 𝜆 ∈ C+,

where 𝑃𝐻0,𝐻 ∈ [𝐻0, 𝐻] is the orthoprojector in 𝐻0 onto 𝐻, 𝐼𝐻,𝐻0 ∈ [𝐻,𝐻0] is the embedding
operator of 𝐻 into 𝐻0 and 𝑃 ̂︀𝐻 ∈ [𝐻0] is the orthoprojector in 𝐻0 onto ̂︀𝐻 (see (33)). Then the
identity

Ω𝜏 (𝜆) = Ω0(𝜆) + 𝑆1(𝜆)(𝐶0(𝜆) − 𝐶1(𝜆)𝑀+(𝜆))−1𝐶1(𝜆)𝑆2(𝜆), 𝜆 ∈ C+ (84)

together with the Stieltjes inversion formula (9) establishes a bijective correspondence between all
admissible boundary parameters 𝜏 = {𝜏+, 𝜏−} defined by (18) and all pseudospectral functions
Σ(·) = Σ𝜏 (·) of the system (34). Moreover, statement of the theorem is valid for arbitrary
(not necessarily admissible) boundary parameters 𝜏 if and only if lim

𝑦→∞
1
𝑖𝑦
𝑀+(𝑖𝑦) � ℋ1 = 0 and

identity (81) is satisfied.
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Proof. Application of Theorem 2.12 to the decomposing boundary triplet Π+ for 𝑇max shows
that the boundary problem (21)-(23) with operators Γ0 and Γ1 of the form (78) and (79)
gives a parametrization 𝑅(𝜆) = 𝑅𝜏 (𝜆) of all generalized resolvents of 𝑇min by means of a
boundary parameter 𝜏 . Denote by ̃︀𝑇 𝜏 (∈ ̃︂Self(𝑇min)) the extension of 𝑇min generating 𝑅𝜏 (·) and
by Ω𝜏 (·)(= Ω̃︀𝑇 𝜏 (·)) the characteristic matrix corresponding to 𝑅𝜏 (·). Clearly, the identities̃︀𝑇 = ̃︀𝑇 𝜏 and Ω(·) = Ω𝜏 (·) give a parametrization of all extensions ̃︀𝑇 ∈ ̃︂Self(𝑇min) and all
characteristic matrices Ω(·) by means of a boundary parameter 𝜏 . Moreover, representation
(84) of Ω𝜏 (·) was obtained in [32, Theorem 4.6]. Observe also that according to Theorem 2.15̃︀𝑇 𝜏 ∈ ̃︂Self0(𝑇min) if and only if 𝜏 is admissible. Combining these facts with Theorem 3.21 we
arrive at the first statement of the theorem. The second statement is implied by the first one
and Proposition 4.4.

Remark 4.6. The entries of the matrix in (82) can be defined in terms of boundary values
of respective operator solutions of (34) at the endpoints 𝑎 and 𝑏 (for more details see [5,
Proposition 4.5]).

Assume now that 𝑇min has equal deficiency indices 𝑛+(𝑇min) = 𝑛−(𝑇min). Then identities (28)
and (29) take a simpler form (31) and (32), where 𝑀(·) is the Weyl function of an (ordinary)
decomposing boundary triplet Π for 𝑇max.

Theorem 4.7. Let in addition to the assumptions of Theorem 4.5 the identity
𝑛+(𝑇min) = 𝑛−(𝑇min) holds. Moreover, let

𝑀(𝜆) =

(︂
𝑚0(𝜆) 𝑀2(𝜆)
𝑀3(𝜆) 𝑀4(𝜆)

)︂
: 𝐻0 ⊕ℋ𝑏⏟  ⏞  

ℋ

→ 𝐻0 ⊕ℋ𝑏⏟  ⏞  
ℋ

, 𝜆 ∈ C ∖ R

be the block-matrix representation of the Weyl function 𝑀(·), let Ω0(𝜆) be given by (83) and let

𝑆(𝜆) =

(︂
𝑚0(𝜆) − 𝑖

2
𝑃 ̂︀𝐻 𝑀2(𝜆)

−𝑃𝐻0,𝐻 0

)︂
: 𝐻0 ⊕ℋ𝑏⏟  ⏞  

ℋ

→ 𝐻0 ⊕𝐻⏟  ⏞  
H

, 𝜆 ∈ C ∖ R.

Then the identity

Ω𝜏 (𝜆) = Ω0(𝜆) + 𝑆(𝜆)(𝐶0(𝜆) − 𝐶1(𝜆)𝑀(𝜆))−1𝐶1(𝜆)𝑆*(𝜆), 𝜆 ∈ C ∖ R (85)

together with the Stieltjes formula (9) establishes a bijective correspondence between all admis-
sible boundary parameters 𝜏 of the form (19) and all pseudospectral functions Σ(·) = Σ𝜏 (·) of
system (34). Moreover, 𝑉0,Σ(∈ [H0, 𝐿

2(Σ;H)]) is a unitary operator if and only if Σ(·) = Σ𝜏 (·)
with a self-adjoint (admissible) boundary parameter 𝜏 .

The above statements are valid for arbitrary (not necessarily admissible) boundary parameters
𝜏 if and only if

lim
𝑦→∞

1
𝑖𝑦
𝑀(𝑖𝑦) � ℋ1 = 0 and lim

𝑦→∞
𝑦 · Im(𝑀(𝑖𝑦)ℎ, ℎ) = +∞, ℎ ∈ ℋ, ℎ ̸= 0.

Proof. According to [32, Theorem 4.9] in the case 𝑛+(𝑇min) = 𝑛−(𝑇min) identity (84) admits
representation (85). Combining of this fact with Theorem 4.5 and Theorem 3.21, (3) yields the
required statements.

The following corollary is immediate from Theorem 3.22.

Corollary 4.8. If mul𝑇min = {0}, then Theorems 4.5 and 4.7 are valid for spectral functions
Σ(·) (instead of pseudospectral ones).
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