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Abstract. We propose an algorithm for integrating n-th order ordinary differential equations (ODE) admitting n-dimensional Lie algebras of operators. The algorithm is based on invariant representation of the equations by the invariants of the admitted Lie algebra and application of an operator of invariant differentiation of special type. We show that in the case of scalar equations this method is equivalent to the known order reduction methods. We study an applicability of the suggested algorithm to the systems of m k-th order ODEs admitting km-dimensional Lie algebras of operators. For the admitted Lie algebra we obtain a condition ensuring the possibility to construct the operator of invariant differentiation of a special type and to reduce the order of the considered system of ODEs. This condition is the implication of the existence of nontrivial solutions to the systems of linear algebraic equations, where the coefficients are the structural constants of the Lie algebra. We present an algorithm for constructing the (km − 1)-dimensional Lie algebra for the reduced system. The suggested approach is applied for integrating the systems of two second order equations.
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1. Introduction

Group analysis provides a wide set of tools for studying symmetry properties of differential equations, for reducing the orders and for integrating these equations by quadratures, see [1]–[4] and others.

In integrating ordinary differential equations (ODEs), the most used methods are the method of successive order reduction involving the introduction of so-called canonical variables or the introduction of differential invariants, see, for instance, [4, 5]. In the first method, at the first step the equation is transformed to some canonical form and then it is reduced to an equation of smaller order. The second method is based on applying differential invariants of the admitted group and the invariant differentiation operation, that is, the operation of differentiating one differential invariant w.r.t. another invariant of lower order.

The classical theory of differential invariants was founded by S. Lie [1] and was developed in works by A. Tresse [6] and L.V. Ovsyannikov [2]. An important notion of this theory is operator of invariant differentiation (OID), the linear differential operator, the action of which on an arbitrary differential invariant is again a differential invariant, as a rule, of higher order.
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Various approaches for constructing OIDs were considered in works [2], [7], [8]. In a series of works OIDs were employed for constructing a basis of differential invariants of the admitted algebra in the problems on classification of differential equations, see, for instance, [9]–[11].

In work [12] there was proposed a method for integrating a system of two second order ODEs with four symmetries; that method was a version of method of successive order reduction. The method employs the result on the classification of systems of two second order ODEs with four symmetries and it is based on employing OIDs for constructing first integrals for these systems. At that, the result of the classification of systems of second order ODEs was used for proving that the considered systems have OID in a form allowing one to employ it for obtaining the first integral of the system.

In the present work the method proposed in [12] is generalized for differential equations of arbitrary form. In particular, there was shown that for the scalar equations, this method is equivalent to the known methods of order reduction. We study the applicability of this method to the systems of \( m \) ODEs of \( k \)th order admitting \( km \)-dimensional Lie algebra of operators. We obtain a condition for the admitted Lie algebra ensuring the possibility of constructing OIDs in the form allowing to use it for order reducing of the considered system of ODEs. We also show that the constructed in this way reduced system admits \( (km - 1) \)-dimensional Lie algebra and the proposed method can be again employed for this method.

### 2. Constructing of operator of invariant differentiation

We consider the system

\[
\begin{equation}
\begin{aligned}
    u^{(k)} &= f\left(t, u, u^{(1)}, \ldots, u^{(k-1)}\right) \\
    &\text{(1)}
\end{aligned}
\end{equation}
\]

of \( m \) ordinary differential equations of \( k \)th order admitting the \( n = km \)-dimensional Lie algebra \( L_n \) generated by the basis operators

\[
X_i = \tau_i \frac{\partial}{\partial t} + \sum_{\alpha=1}^{m} \xi_{\alpha} \frac{\partial}{\partial u_\alpha}, \quad i = 1, \ldots, n.
\]

Here \( t \) is an independent variable, \( u = (u_1, \ldots, u_m) \) is a vector of dependent variables, \( u^{(k)} \) is the vector of the derivatives of \( k \)th order, \( \tau_i, \xi_{\alpha} \) are given functions of \( t, u, f = (f_1, \ldots, f_m) \) is the vector function of the mentioned variables.

Differential invariants of the algebra \( L_n \) are sought of the system

\[
\begin{equation}
\begin{aligned}
    X_i^{(k)} I &= 0, \quad i = 1, \ldots, n, \quad (2)
\end{aligned}
\end{equation}
\]

where \( X_i^{(k)} \) is obtained from the operator \( X_i \) by extending to all derivatives of \( k \)th order, and the functions \( I = I(t, u, u^{(1)}, \ldots, u^{(k)}) \) are the unknowns. We introduce the matrix

\[
\Omega^{(k)} = \begin{bmatrix}
    \tau_1 & \xi_1^1 & \cdots & \xi_1^m & \zeta_1^{1(1)} & \cdots & \zeta_1^{m(k)} \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    \tau_n & \xi_n^1 & \cdots & \xi_n^m & \zeta_n^{1(1)} & \cdots & \zeta_n^{m(k)}
\end{bmatrix}
\]

formed by the coordinates of the extended operators \( X_i^{(k)} \) and let

\[
\text{rank} \Omega^{(k)} = n.
\]

Then system (2) has \( m + 1 \) functional independent solutions. If system (1) defines a regular manifold w.r.t the transformation group generated by the operators of the algebra \( L_n \), then it can be represented in the invariant form (see, for instance, [2], [3]). In this case solution (2) determines \( m \) independent invariants \( I^{(k)}_\alpha \) of order \( k \) \((\alpha = 1, \ldots, m)\) and one invariant \( I \) of smaller order.

The order of the invariant \( I \) is defined as follows: if for a \( l \)th extension \((l = 0, \ldots, k - 1)\) the rank of the matrix \( \Omega^{(l)} \) is less than \((l + 1)m + 1\), then the order of \( I \) is equal to \( l \). In the general
case, rank $\Omega^{(i)}$ is equal to $m(l + 1) + 1$ and the condition rank $\Omega^{(k)} = n$ implies that the above inequality can hold for an only $l$.

Assume that equation (1) possesses the following invariant representation:

$$I_\alpha^{(k)} = F_\alpha(I), \quad \alpha = 1, \ldots, m,$$

where $F_\alpha$ are some functions. Let us construct OID $\lambda D_t$, where $\lambda = \lambda(t, u_1, \ldots, u_m, \ldots, u_1^{(k)}, \ldots, u_m^{(k)})$. According [2], the function $\lambda$ can be found by the system of equations

$$X_i^{(k)}(\lambda) - \lambda D_t(\tau_i) = 0.$$

We apply the constructed OID to an invariant of smaller order:

$$\lambda D_t(I) = \Theta(I, I_1^{(k)}, \ldots, I_m^{(k)}),$$

where $\Theta = \Theta(I, F_1(I), \ldots, F_m(I))$. Equation (5) can be rewritten as

$$\frac{dI}{\Theta(I)} = \frac{dt}{\lambda}.$$

We observe that the left hand side of equation (6) is integrable by quadratures only if the function $\lambda$ can be represented as

$$\lambda = \frac{1}{D_t(\Phi)}$$

with some function $\Phi = \Phi(t, u_1, \ldots, u_m, \ldots, u_1^{(k-1)}, \ldots, u_m^{(k-1)})$.

Let us show that the function $\lambda$ for OID can be constructed in as (7). Substituting expression (7) into (4), we obtain

$$- \frac{1}{(D_t(\Phi))^2} \left( X_i^{(k)}(D_t(\Phi)) + D_t(\Phi) D_t(\xi_i) \right) = 0,$$

which implies (see, for instance, [2])

$$D_t(X_i^{(k-1)} \Phi) = 0.$$
According the general method of studying linear inhomogeneous equations, see, for instance, [13], the completeness of system (8) is equivalent to the closedness of the operators \{Y_i\} w.r.t. the commutator. We have

\[
[Y_i, Y_j] = \left[ X_i^{(k-1)} + C_i \frac{\partial}{\partial \Phi}, X_j^{(k-1)} + C_j \frac{\partial}{\partial \Phi} \right] = \left[ X_i^{(k-1)}, X_j^{(k-1)} \right]
\]

\[
= \sum_{s=1}^{n} c_{ij}^s X_s^{(k-1)} = \sum_{s=1}^{n} c_{ij}^s \left( Y_s - C_s \frac{\partial}{\partial \Phi} \right).
\]

This implies that the system of the operators \{Y_i\} is closed provided the constants \(C_s\) satisfy the system of algebraic equations

\[
\sum_{s=1}^{n} c_{ij}^s C_s = 0.
\] (9)

System (9) has the trivial solution \(C_s \equiv 0, s = 1, \ldots, n\), only if \(n > 3\) and the rank of system (9) is equal \(n\). In this case the function \(\Phi\) obtained from system (8) is an invariant of the admitted Lie algebra, that is, \(\Phi = \Phi(I)\), and this is why the obtained operator is not OID and the action on the invariant \(I\) does not lead to new invariants; the order of the differential invariant is not increased.

If \(n < 3\) or \(n \geq 3\) and the rank of system (9) is less than \(n\), then equation (9) has a non-zero solution \((C_1^0, \ldots, C_n^0)^T\), where at least one constant \(C_i^0 \neq 0\). As the function \(\Phi\) for OID, we can choose each particular solution of system (9) with \(C_i = C_i^0\). Such function \(\Phi\) is invariant w.r.t. linear combinations of form \(C_j^0 X_i - C_i^0 X_j\):

\[
\left( C_j^0 X_i - C_i^0 X_j \right) (\Phi) = C_j^0 X_i (\Phi) - C_i^0 X_j (\Phi) = C_j^0 C_i^0 - C_i^0 C_j^0 = 0.
\]

We are going to show that among these linear combinations, there exist \(n - 1\) linear independent ones forming a Lie algebra.

Let \(C_i^0 \neq 0\) and consider the operators \(\hat{X}_i = C_i^0 X_1 - C_i^0 X_i, i = 2, \ldots, n\).

1. By construction, these operators are linearly independent, since the operators \(X_1, \ldots, X_n\) form the basis of the Lie algebra \(L_n\).

2. All other combinations can be expressed in terms of the chosen ones:

\[
\frac{1}{C_1^0} \left( C_j^0 X_k - C_k^0 X_j \right) = \frac{C_j^0}{C_k^0} \left( C_k^0 X_1 - \hat{X}_k \right) - \frac{C_k^0}{C_j^0} \left( C_j^0 X_1 - \hat{X}_j \right) = C_j^0 \hat{X}_k - C_k^0 \hat{X}_j.
\]

3. Let us show that the set of the operators \{\(\hat{X}_i\)\} is closed w.r.t. the commutation. We have

\[
[\hat{X}_i, \hat{X}_j] = \left[ C_i^0 X_1 - C_i^0 X_i, C_j^0 X_1 - C_j^0 X_j \right] = C_i^0 \left( C_j^0 [X_1, X_i] - C_j^0 [X_1, X_j] + C_i^0 [X_i, X_j] \right)
\]

\[
= \sum_{r=1}^{n} \left( C_j^0 C_i^0 c_{1i}^r - C_i^0 C_j^0 c_{1j}^r + C_i^0 c_{ij}^r \right) X_r
\]

\[
= C_i^0 \left( C_j^0 \hat{c}_{1i}^r - C_i^0 \hat{c}_{1j}^r + C_i^0 \hat{c}_{ij}^r \right) X_1 + \sum_{r=2}^{n} \left( C_j^0 c_{ri}^r - C_i^0 c_{rij}^r + C_i^0 c_{ij}^r \right) \left( C_i^0 X_1 - \hat{X}_r \right)
\]

\[
= \sum_{r=1}^{n} \left( C_j^0 c_{1i}^r - C_i^0 c_{1j}^r + C_i^0 c_{ij}^r \right) C_r^0 X_1 - \sum_{r=2}^{n} \left( C_j^0 c_{ri}^r - C_i^0 c_{rij}^r + C_i^0 c_{ij}^r \right) \hat{X}_r
\]

\[
= - \sum_{r=2}^{n} \left( C_j^0 c_{1i}^r - C_i^0 c_{1j}^r + C_i^0 c_{ij}^r \right) \hat{X}_r,
\]
where the first sum in the pre-last line vanishes due to (9). Then
\[
[\hat{X}_i, \hat{X}_j] = \sum_{s=1}^{n} \hat{c}^s_{ij} \hat{X}_s,
\]
where \(\hat{c}^s_{ij} = C^0_{ij} c^s_i - C^0_i c^s_{ij} + C^0_{1} c^s_{ij}\).

Thus, the operators \(\hat{X}_i\) generate \((n-1)\)-dimensional Lie algebra \(L_{n-1}\). Apart of the invariants of the algebra \(L_n\), the reduced algebra \(L_{n-1}\) has an additional invariant, the function \(\Phi\).

We return back to integrating equation (6). It can be rewritten in the integrable form
\[
\frac{D_t(I)}{\hat{\Theta}(I)} = D_t(\Phi)
\]
and its solution
\[
H(\Phi, I) = 0
\]
with some function \(H\) is the first integral for system of equations (3). Adding this equation to system (3) and removing the differential implications, we arrive at a system of order \(km - 1\) admitting the above constructed Lie algebra \(L_{n-1}\).

Thus, we have proved the following theorem.

**Theorem 1.** Suppose that system of \(m\) ODEs of \(k\)th order (4) admits the \(n\)-dimensional \((n = km)\) Lie algebra \(L_n\) of the operators \(X_i\), \(i = 1, \ldots, n\), and is represented in terms of the differential invariants \(I^{(l)}, I_1^{(k)}, \ldots, I_m^{(k)}\) of this algebra as (3): \(l\) and \(k\) are the orders of the differential invariants. Assume that system of linear algebraic equations (9)
\[
\sum_{s=1}^{n} \hat{c}^s_{ij} C_s = 0,
\]
where \(c^s_{ij}\) are the structural constants of Lie algebra \(L_n\), has a non-trivial solution. Then there exists a OID of form
\[
\frac{1}{D_t(\Phi)} D_t
\]
satisfying the relation
\[
\frac{1}{D_t(\Phi)} D_t(I^{(l)})|_I = \hat{\Theta}(I^{(l)}),
\]
which is integrable and generates the first integral of system (3). The system of order \(n - 1\) obtained by system (3) by adding the first integral admits \((n-1)\)-dimensional Lie algebra \(L_{n-1}\) with basis operators constructed as linear combinations of the operators \(X_i\) with the coefficients determined by the solution of system (9).

**Remark.** This theorem can be generalized to an arbitrary system of ODEs of \(n\)th order admitting \(n\) operators. As a demonstration, see Example 3.

3. **Integration of scalar ODEs**

3.1. **First order equation.** We consider the applying OID for integrating the first order equation
\[
\dot{x} = f(t, x)
\]
admitting one operator
\[
X = \tau(t, x) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x}.
\]
Such operator has one independent invariant \(I^{(0)}(t, x)\) of zero order and one invariant \(I^{(1)}(t, x, \dot{x})\) of first order, while equation (10) has an invariant representation:
\[
I^{(1)} = F(I^{(0)}).
\]
Let us calculate OID. Let \( \lambda = (D_t \Phi)^{-1} \), where \( \Phi = \Phi(t, x) \) is determined by the equation
\[
X(\Phi) = \tau \Phi_t + \xi \Phi_x = 1. \tag{12}
\]
Applying OID to the invariant \( I^{(0)} \) and taking into consideration (11), we arrive at the relation:
\[
\left. \frac{D_t (I^{(0)})}{D_t (\Phi)} \right|_{13} = \alpha(I^{(0)}) \tag{13}
\]
with some function \( \alpha \). Integration this equation leads to the solution of equation (11).

We consider equation (10) in an equivalent form
\[
M(t, x) dt + N(t, x) dx = 0. \tag{14}
\]
By system of the characteristic equations
\[
\frac{dt}{\tau} = \frac{dx}{\xi} = \frac{d\Phi}{1},
\]
for (12) and by (14) we have
\[
\frac{M(x, y)}{\tau M + \xi N} dt + \frac{N(x, y)}{\tau M + \xi N} dx = d\Phi,
\]
which is equivalent to multiplying equation (14) by the integrating factor \( \mu = \frac{1}{\tau M + \xi N} \), see, for instance, [4].

Thus, the function \( \Phi \) is the total differential obtained for equation (14).

On the other hand, the constructed \( \Phi \) and \( I^{(0)} \) can be interpreted as new variables. Then equation (13) admits the translation operator \( \frac{\partial}{\partial x} \). Therefore, seeking \( \Phi \) is equivalent to constructing a new dependent variable while transformation the admitted operator to the translation operator.

**Example 1.** We consider the equation
\[
\dot{x} + x^2 = \frac{2}{t^2} \tag{15}
\]
admitting the operator \( X = t \frac{\partial}{\partial t} - x \frac{\partial}{\partial x} \). We rewrite equation (15) in the equivalent form
\[
dx + \left(x^2 - \frac{2}{t^2}\right) dt = 0. \tag{16}
\]
The invariants of the operator \( X \) are of the form \( I^{(0)} = tx, \ I^{(1)} = t^2 \dot{x} \). The function \( \Phi \) of OID \( (D_t \Phi)^{-1} D_t \) is determined by the equation \( X \Phi = 1 \) and hence, \( \Phi = \ln t + \phi(tx) \), where \( \phi(tx) \) is an arbitrary function of the invariant of the operator \( X \). We choose \( \Phi = \ln t \). Then OID is of the form \( t D_t \).

We apply the obtained OID to the invariant \( I^{(0)} \):
\[
t D_t (I^{(0)}) \big|_{15} = I^{(0)} + 2 - (I^{(0)})^2
\]
to obtain
\[
\frac{dI^{(0)}}{2 + I^{(0)} - (I^{(0)})^2} = \frac{dt}{t}. \tag{17}
\]
In the initial variables this reads as
\[
\frac{d(tx)}{2 + tx - (tx)^2} = d(\ln t). \tag{18}
\]
It is easy to see that constructing of this equation is equivalent to multiplying equation (16) by the integrating factor \( \mu = \frac{t}{tx^2 - tx - 2} \).
3.2. Second order equation. We apply the considered algorithm for integrating the second order differential equation
\[ \ddot{x} = f(t, x, \dot{x}) \] (19)
admitting the Lie algebra \( L_2 \) with the basis operators
\[ X_i = \tau_i(t, x) \frac{\partial}{\partial t} + \xi_i(t, x) \frac{\partial}{\partial x}, \quad i = 1, 2. \]

For example, we consider the case, when the commutator of the admitted operators \([X_1, X_2] = X_1\) and the operators \( X_1 \) and \( X_2 \) are not linearly connected, that is,
\[ X_1 \vee X_2 \equiv \tau_1 \xi_2 - \tau_2 \xi_1 \neq 0, \]
see, for instance, [4]. Then the algebra \( L_2 \) has two differential invariants \( I^{(1)}(t, x, \dot{x}) \) and \( I^{(2)}(t, x, \dot{x}, \ddot{x}) \) and this allows us to rewrite equation (19) as
\[ I^{(2)} = F(I^{(1)}) \] (20)
with some function \( F \).

We construct OID as \((D_t \Phi)^{-1} D_t\). The completeness of corresponding system (8) implies that the function \( \Phi(t, x) \) can be found by the system of equations
\[ X_1(\Phi) \equiv \tau_1 \Phi_t + \xi_1 \Phi_x = 0, \]
\[ X_2(\Phi) \equiv \tau_2 \Phi_t + \xi_2 \Phi_x = 1. \]

If \( I_0 \) is an algebraic invariant of the operator \( X_1 \), the general solution to first equation in the above system is written as \( \Phi = \phi(I_0) \), while by the condition \([X_1, X_2] = X_1\) the second equation determines the function \( \phi \). Thus, the function \( \Phi \) is an algebraic invariant of the operator \( X_1 \).

Then the equation for the first integral is written as
\[ \frac{D_t(I^{(1)})}{D_t(\Phi)} \bigg|_{(20)} = \hat{\Theta}(I^{(1)}) \] (21)
with some function \( \hat{\Theta} \). The integration of this equation provides the first integral of the initial equation \( \hat{H}(I^{(1)}, \Phi) = 0 \). The obtained equation admits the operator \( X_1 \), therefore, it can be integrated by quadratures.

On the other hand, by the classical method of order reducing, at the first step we choose the operator \( X_1 \) forming an ideal of the admitted algebra \( L_2 \). Then choosing the function \( \phi(I_0) \) as the algebraic invariant for \( X_1 \) and the invariant \( I^{(1)} \) of the algebra \( L_2 \) as the first order invariant, we obtain a similar reduced first order equation (21). Therefore, we have shown that under an appropriate choice of differential invariants, the classical method of successive order reducing and the method of order reducing by OID lead to the same reduced equation.

The feature of the method of order reducing by OID is that the reduced equation is written in the initial variables and its symmetry is obtained as a linear combination of the initial operators.

Example 2. Consider the equation
\[ \ddot{x} = \frac{\dot{x}}{x^2} - \frac{1}{tx} \] (22)
admitting the operators
\[ X_1 = t^2 \frac{\partial}{\partial t} + tx \frac{\partial}{\partial x}, \quad X_2 = t \frac{\partial}{\partial t} + \frac{x}{2} \frac{\partial}{\partial x} \]
satisfying the commutation relation \([X_1, X_2] = -X_1\).

The invariants of the admitted algebra are \( I^{(1)} = x \dot{x} - \frac{x^2}{t} \), \( I^{(2)} = x^2 \ddot{x} \). The coefficient OID is found by the system of equations
\[ X_1(\Phi) = 0, \quad X_2^{(1)}(\Phi) = 1, \]
where $\Phi = \Phi(t, x)$. We obtain
\[
\Phi = 2 \ln \frac{t}{x}, \quad \lambda D_t = \frac{tx}{2(x - t \dot{x})} D_t
\]
and applying OID to the invariant $I_1$, in view of (22) we get the expression
\[
\frac{dI_1^{(1)}}{I_1^{(1)} + 1} = -\frac{1}{2} d\Phi.
\]
(23)
The integration of this relation leads us to the reduced equation
\[
\frac{x(t\dot{x} - x)}{t} = C_1 \frac{x}{t} - 1
\]
admitting the operator $X_1$. It is easy to show that a similar reduced equation is obtained by using the classical method if as the invariants of the operator $X_1$ we choose $I_0 = -2 \ln \frac{x}{t}$ and $I_1 = x\dot{x} - \frac{x^2}{t}$.

4. System of two second order ODEs

We consider the systems
\[
\begin{cases}
\ddot{x} = f(t, x, y, \dot{x}, \dot{y}), \\
\ddot{y} = g(t, x, y, \dot{x}, \dot{y})
\end{cases}
\] (24)
admitting four-dimensional Lie algebras of the operators with the basis
\[
X_i = \tau_i(t, x, y) \frac{\partial}{\partial t} + \xi_i(t, x, y) \frac{\partial}{\partial x} + \eta_i(t, x, y) \frac{\partial}{\partial y}, \quad i = 1, \ldots, 4.
\]
Suppose that system (24) has the following invariant representation
\[
I_1^{(2)} = F(I), \quad I_2^{(2)} = G(I),
\]
(25)
with some functions $F$ and $G$, where $I$ is a first order differential invariant or an algebraic invariant, and $I_k^{(2)}, k = 1, 2$, are second order differential invariants.

It was shown in work [12] that if system (24) has invariant representation (25), then system (9) always has a non-trivial solution. This seems to be related to the fact that all four-dimensional Lie algebras can be expanded into the direct sum of subalgebras of smaller dimensions, one of which is solvable. This is why for all systems of two second order ODEs with four symmetries admitting invariant representation (25), the reduction to a third order system is possible. If system (9) for the reduced algebra $L_3$ has a non-trivial solution, the order of the reduced system can be also reduced. One can show that for all solvable algebras $L_3$, system (9) has a non-trivial solution, while for non-solvable algebras it does not. In the latter case the order of the reduced system can not be reduced anymore.

Example 3. Assume that system (24) admits the operators
\[
\frac{t}{t} \frac{\partial}{\partial t}, \quad \frac{x}{\partial x}, \quad \frac{y}{\partial y}, \quad \frac{\partial}{\partial y}.
\]
Then the invariant representation of the system is of form (25), where
\[
I = \frac{t\dot{x}}{x}, \quad I_1^{(2)} = \frac{t^2\dot{x}}{x}, \quad I_2^{(2)} = \frac{ty}{y}.
\]
The function $\Phi(t, x, y, \dot{x}, \dot{y})$ in OID of form $(D_t \Phi)^{-1} D_t$ is determined by the following system of equations

$$
t \Phi_t - \dot{x} \Phi_x - \dot{y} \Phi_y = C_1,
$$
$$
x \Phi_x + \dot{x} \Phi_x = C_2,
$$
$$
y \Phi_y + \dot{y} \Phi_y = C_3,
$$
$$
\Phi_y = C_4.
$$

The completeness of this system implies that $C_4 = 0$, while other constants can be arbitrary. Let $C_1 = -1$, $C_2 = 1$, $C_3 = 1$. Then $\Phi = \ln x \dot{y}$, and the reduced system is

$$
\ln x \dot{y} = H(I, K_1), \quad I_1^{(2)} = F(I)
$$

with some functions $H$ and $F$, and $K_1$ is the integration constant. The reduced system admits the operators

$$
t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x}, \quad x \frac{\partial}{\partial x} - y \frac{\partial}{\partial y}, \quad \frac{\partial}{\partial y}.
$$

For a new OID the function $\Phi$ is determined by the system

$$
t \Phi_t + x \Phi_x - \dot{y} \Phi_y = C_1,
$$
$$
x \Phi_x - y \Phi_y + \dot{x} \Phi_x - \dot{y} \Phi_y = C_2,
$$
$$
\Phi_y = C_3,
$$

and the completeness condition gives $C_3 = 0$, and $C_1$ and $C_2$ are arbitrary. For instance, $C_1 = C_2 = 1$. Then $\Phi = \ln x$, the new reduced system is

$$
\frac{t \dot{x}}{x} = H_1(\ln x, K_1, K_2), \quad \dot{y} = H_2(\ln x, K_1, K_2),
$$

where $H_1, H_2$ are some functions, $K_i, i = 1, 2$, are integration constants and admit the operators

$$
t \frac{\partial}{\partial t} + y \frac{\partial}{\partial y}, \quad \frac{\partial}{\partial y}.
$$

For these operators the function $\Phi$ in OID is found by the system

$$
t \Phi_t + y \Phi_y = C_1, \quad \Phi_y = C_2,
$$

where the completeness condition implies that $C_2 = 0$. Let $C_1 = 1$, then $\Phi = \ln t$, and system (26) is reduced to

$$
x = Q_1(\ln t, K_1, K_2, K_3), \quad \dot{y} = Q_2(\ln t, K_1, K_2, K_3),
$$

where $Q_1, Q_2$ are some functions and $K_i, i = 1, 2, 3$, are integration constants. This system admits the operator

$$
\frac{\partial}{\partial y}.
$$

The function $\Phi$ of a new OID is found by the equation

$$
\Phi_y = C_1.
$$

Let $C_1 = 1$, then $\Phi = y$ and we obtain the solution to the initial system:

$$
x = Q_1(\ln t, K_1, K_2, K_3), \quad y = \dot{Q}_2(\ln t, K_1, K_2, K_3, K_4),
$$

where $Q_1, \dot{Q}_2$ are some functions and $K_i, i = 1, 2, 3, 4$, are the integration constants.
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