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#### Abstract

In the work we study an analogue of Tricomi equation for a third order parabolic-hyperbolic equation with smaller derivatives having multiple characteristics. Under certain conditions for the given functions and parameters involved in the considered equation, we prove unique solvability theorem for the studied problem. The uniqueness of the solution is proved by means of the generalized Tricomi method, while the existence is proved via the method of integral equations.
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## 1. Introduction

In the Euclidean plane of independent variables $x$ and $y$ we consider the equation

$$
0= \begin{cases}(-y)^{m} u_{x x}-u_{y y}+a(-y)^{(m-2) / 2} u_{x}, & y<0,  \tag{1.1}\\ u_{x x x}-u_{y}+\sum_{i=0}^{2} a_{i}(x, y) \frac{\partial^{i} u}{\partial x^{i}}, & y>0,\end{cases}
$$

where $a_{i}(x, y), i=\overline{0,2}$, are given functions; $a, m$ are given numbers and $m>0,|a| \leqslant m / 2$; $u=u(x, y)$ is the unknown function.

By $\Omega$ we denote the domain as $y<0$ bounded by the characteristics

$$
A C: x-\frac{2}{m+2}(-y)^{(m+2) / 2}=0 \quad \text { and } \quad C B: x+\frac{2}{m+2}(-y)^{(m+2) / 2}=r
$$

of equation (1.1) leaving the points $A=(0,0), B=(r, 0)$, intersecting at the point $C=$ $\left(r / 2, y_{c}\right), \quad y_{c}<0$, and as $y>0$, this domain is the rectangle with the vertices at the points $A$, $B, A_{0}=(0, h)$ and $B_{0}=(r, h), h>0$. We also let $\Omega_{1}=\Omega \cap\{y<0\}, \Omega_{2}=\Omega \cap\{y>0\}$, $\Omega=\Omega_{1} \cup \Omega_{2} \cup J$, where $J=\{(x, 0): 0<x<r\}$ is the interval $A B$ of the line $y=0$.

As $y<0$, equation (1.1) coincides with the degenerate hyperbolic equation

$$
\begin{equation*}
(-y)^{m} u_{x x}-u_{y y}+a(-y)^{(m-2) / 2} u_{x}=0, \tag{1.2}
\end{equation*}
$$

[^0]and as $y>0$, this is the third order equation of the form
\[

$$
\begin{equation*}
u_{x x x}-u_{y}+\sum_{i=0}^{2} a_{i}(x, y) \frac{\partial^{i} u}{\partial x^{i}}=0 \tag{1.3}
\end{equation*}
$$

\]

Equation (1.2) is an equation of hyperbolic type with a parabolic degeneration along the line $y=0$. As $m=2$, equation (1.2) becomes Bitsadze-Lykov equation [1], [2], [3], and as $a=0$, equation (1.2) leads us to the Gellerstedt equation and as it was shown in [4], this equation has application in the problem on determining the shape of the cut in a weir. A particular case of equation (1.2) is the Tricomi equation being a theoretical base of transsonic gas dynamic [5], [6]. Works [7], [8] were devoted to studying the Darboux first and second problem for equation (1.2). In work [9] there was studied a criterion of the continuity of a solution to the Goursat problem for a degenerate hyperbolic equation of form (1.2). A rather complete bibliography on studying various boundary value problems for the degenerate hyperbolic equation was provided in monographs [10]-[13].

Equation (1.3) called in [14] the third order equation with multiple characteristics is a parabolic equation [3]. The study of boundary value problems for equations of form (1.3) was initiated by the results of work [15], where a boundary value problem nowadays called Cattabriga problem, was studied by means of the methods of the potential theory and by the integral Laplace transform. By means of the fundamental solutions of equation (1.3) obtained in [15], in [14] there was constructed the Green function for the Cattabriga problem for equation (1.3) and there were obtained the estimates for the fundamental solutions and their derivatives of various orders. Also, by means of the Green function, in [14] there was constructed a solution of Cattabriga problem for equation (1.3) in a closed form. Works [16-18] were devoted to studying various local and nonlocal boundary value problems for equation (1.3).

Equation (1) belongs to the class of third order equations of parabolic-hyperbolic type with a degeneration along the line $y=0$ of the type changing. The need of considering the problem on matching parabolic and hyperbolic equations was observed first in work [19]. The problem on matching parabolic and hyperbolic equations arises in studying electric oscillations in wires. Such problems also arise in studying the motion of a liquid in channel enveloped by a porous media, in the theory of electromagnetic waves propagation and in a series of other field in the physics.

The importance of studying boundary value problems for the high order mixed type equations was pointed out in work [20] and it was mentioned in work [21] that an order degeneration along the line of type changing brings new aspects in the theory of mixed type equations. The topicality of studying well-posed boundary value problems for high order mixed type equations is supported also by numerous publications in this direction by domestic and foreign authors. For instance, for a model third order parabolic-hyperbolic equation with the Gellerstedt equation in the hyperbolicity domain, in work [22] there was studied a nonlocal interior boundary value problem with a shift involving Saigo operator in boundary conditions, while in work [23] there was studied a similar problem for equation of form (1.1) with $a_{2}(x, y) \equiv 0$. Boundary value problem for third order parabolic-hyperbolic equations with various degenerating operators in hyperbolicity domain were studied in [24]-[28].

In view of the said above, there arises a need on finding well-posed boundary value problems posed simultaneously for degenerating hyperbolic equations and high order equations with multiple characteristics. In the present work we study an analogue of Tricomi problem for the third order parabolic-hyperbolic equations with a degeneration of type and order in the hyperbolicity domain. Among early works closely related with the present work, we distinguish works [29, 30], where there was studied the well-posedness of the matching problem for model and general parabolic and hyperbolic equations in time variable and there were studied structural and qualitative properties of their solutions.

## 2. Formulation of the problem and main results

A regular in the domain $\Omega$ solution to equation (1.1) is a function $u=u(x, y)$ in the class $C(\bar{\Omega}) \cap C^{1}(\Omega) \cap C^{2}\left(\Omega_{1}\right) \cap C_{x}^{3}\left(\Omega_{2}\right), u_{x}(x, 0), u_{y}(x, 0) \in L_{1}(0, r)$, such that substituting this function into equation (1.1), we get the identity.

In the work we study the following
Problem 1. Find a regular in the domain $\Omega$ solution to equation (1.1) satisfying the conditions

$$
\begin{align*}
& u(0, y)=\varphi_{1}(y), \quad u_{x}(0, y)=\varphi_{2}(y), \quad u(r, y)=\varphi_{3}(y), \quad 0 \leqslant y<h  \tag{2.1}\\
& \left.u\right|_{C B}=\psi(x), \quad \frac{r}{2} \leqslant x \leqslant r \tag{2.2}
\end{align*}
$$

where $\varphi_{1}(y), \varphi_{2}(y), \varphi_{3}(y) \in C[0, h], \psi(x) \in C^{1}[r / 2, r]$ are given functions.
The main aim of the present is to prove the theorem on the unique solvability of Problem 1.

## 3. UNIQUENESS THEOREM

We denote

$$
\alpha=\frac{m-2 a}{2(m+2)}, \quad \beta=\frac{m+2 a}{2(m+2)}, \quad \gamma_{1}=\frac{2 \Gamma(1-\beta) \Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(1-\alpha-\beta)[2(1-\alpha-\beta)]^{\alpha+\beta}} .
$$

The following theorem holds true.
Theorem 3.1. Assume that the coefficients $a_{i}(x, y), i=\overline{0,2}$, of equation (1.1) satisfy the conditions:

$$
\begin{align*}
& a_{i}(x, y) \in C^{i}\left(\bar{\Omega}_{2}\right), \quad i=\overline{0,2} ;  \tag{3.1}\\
& a_{2}(x, 0) \geqslant 0, \quad 0 \leqslant x \leqslant r  \tag{3.2}\\
& x^{1-\alpha-\beta}\left[a_{2}^{\prime \prime}(x, 0)-a_{1}^{\prime}(x, 0)+2 a_{0}(x, 0)\right] \leqslant \frac{\gamma_{1}}{\Gamma(\alpha+\beta)}, \quad 0<x<r,  \tag{3.3}\\
& a_{2}^{2}(x, 0)+\left[a_{2}^{\prime \prime}(x, 0)-a_{1}^{\prime}(x, 0)+2 a_{0}(x, 0)-\frac{\gamma_{1}}{\Gamma(\alpha+\beta)} x^{\alpha+\beta-1}\right]^{2}>0, \quad 0<x<r . \tag{3.4}
\end{align*}
$$

Then a solution to Problem 1 in the domain $\Omega$ is unique.
Proof. To prove the theorem, we introduce the notations:

$$
\begin{array}{ll}
u(x, 0)=\tau(x), & 0 \leqslant x \leqslant r, \\
u_{y}(x, 0)=\nu(x), & 0<x<r . \tag{3.6}
\end{array}
$$

Regarding the functions $\tau(x)$ and $\nu(x)$ as given, let us write the solution to Cauchy problem (3.5)-(3.6) for equation (1.2).

We suppose first that $|a|<\frac{m}{2}$. In this case a solution to problem (3.5)-(3.6) for equation $(1.2)$ is written out by the formula [10]:

$$
\begin{align*}
u(x, y)= & \frac{1}{B(\alpha, \beta)} \int_{0}^{1} \tau\left[x+\frac{2}{m+2}(-y)^{(m+2) / 2}(2 t-1)\right] t^{\beta-1}(1-t)^{\alpha-1} d t  \tag{3.7}\\
& +\frac{y}{B(1-\alpha, 1-\beta)} \int_{0}^{1} \nu\left[x+\frac{2}{m+2}(-y)^{(m+2) / 2}(2 t-1)\right] t^{-\alpha}(1-t)^{-\beta} d t
\end{align*}
$$

where $B(p, q)$ is the first kind Euler integral (beta function).

Substituting (2.2) into satisfy condition (3.7), we find:

$$
\begin{aligned}
\left.u(x, y)\right|_{C B}= & \frac{1}{B(\alpha, \beta)} \int_{0}^{1} \tau[x+(r-x)(2 t-1)] t^{\beta-1}(1-t)^{\alpha-1} d t \\
& -\frac{(1-\alpha-\beta)^{\alpha+\beta-1}}{B(1-\alpha, 1-\beta)}(r-x)^{1-\alpha-\beta} \int_{0}^{1} \nu[x+(r-x)(2 t-1)] t^{-\alpha}(1-t)^{-\beta} d t \\
= & \psi(x)
\end{aligned}
$$

Changing first the integration variable $s=2 x-r+2 r t-2 x t$, and then replacing $2 x-r$ by $x$ in the obtained identity, we rewrite the latter relation as

$$
\begin{align*}
\frac{(r-x)^{1-\alpha-\beta}}{B(\alpha, \beta)} & \int_{x}^{r} \tau(t)(r-t)^{\alpha-1}(t-x)^{\beta-1} d t \\
& \quad-\frac{[2(1-\alpha-\beta)]^{\alpha+\beta-1}}{B(1-\alpha, 1-\beta)} \int_{x}^{r} \nu(t)(r-t)^{-\beta}(t-x)^{-\alpha} d t=\psi\left(\frac{r+x}{2}\right) \tag{3.8}
\end{align*}
$$

Now we employ the following definition of the fractional integro-differentiation [3]: the operator of fractional (in the Riemann-Liouville sense) integro-differentiation of order $|\alpha|$ with the origin at the point $c \in[a, b]$ is the operator $D_{c x}^{\alpha}$ acting on an absolutely integrable function $\varphi(t) \in$ $L_{1}(a, b)$ by the formula:

$$
\begin{array}{ll}
D_{c x}^{\alpha} \varphi(t)=\frac{\operatorname{sgn}(x-c)}{\Gamma(-\alpha)} \int_{c}^{x}|x-t|^{-(\alpha+1)} \varphi(t) d t, & \alpha<0 \\
D_{c x}^{\alpha} \varphi(t)=\operatorname{sgn}^{[\alpha]+1}(x-c) \frac{d^{[\alpha]+1}}{d x^{[\alpha]+1}} D_{c x}^{\alpha-[\alpha]-1} \varphi(t), & \alpha>0
\end{array}
$$

where the symbol $\operatorname{sgn}(z)$ stands for the sign of a number $z, \Gamma(x)$ is the second kind Euler integral (Gamma function). A detailed study of the properties of the operator $D_{c x}^{\alpha} \varphi(t)$ were provided in monographs [3], [4], [31].

In view of the above definition of the operator $D_{c x}^{\alpha}$, relation (3.8) is rewritten as

$$
\begin{align*}
& \frac{\Gamma(\beta)}{B(\alpha, \beta)}(r-x)^{1-\alpha-\beta} D_{r x}^{-\beta}\left[\tau(t)(r-t)^{\alpha-1}\right] \\
& -\frac{\Gamma(1-\alpha)[2(1-\alpha-\beta)]^{\alpha+\beta-1}}{B(1-\alpha, 1-\beta)} D_{r x}^{\alpha-1}\left[(r-t)^{-\beta} \nu(t)\right]=\psi\left(\frac{r+x}{2}\right) \tag{3.9}
\end{align*}
$$

Solving equation (3.9) w.r.t. the function $\nu(x)$, we find

$$
\begin{equation*}
\nu(x)=\gamma_{1} D_{r x}^{1-\alpha-\beta} \tau(t)-\gamma_{2}(r-x)^{\beta} D_{r x}^{1-\alpha}\left[\psi\left(\frac{t+r}{2}\right)\right], \tag{3.10}
\end{equation*}
$$

where

$$
\gamma_{2}=\frac{2 \Gamma(1-\beta)}{\Gamma(1-\alpha-\beta)[2(1-\alpha-\beta)]^{\alpha+\beta}}
$$

Since $\tau(x), \psi\left(\frac{r+x}{2}\right) \in C[0, r]$, and $\tau^{\prime}(x), \psi^{\prime}\left(\frac{r+x}{2}\right) \in L_{1}(0, r)$, then employing the following property of the fractional integro-differentiation operator of order $0<\alpha \leqslant 1$ [31]

$$
\begin{equation*}
D_{r x}^{\alpha} \varphi(t)=\frac{\varphi(r)}{\Gamma(1-\alpha)}(r-x)^{-\alpha}-D_{r x}^{\alpha-1} \varphi^{\prime}(t) \tag{3.11}
\end{equation*}
$$

we can rewrite expression (3.10) as

$$
\begin{equation*}
\nu(x)=-\gamma_{1} D_{r x}^{-(\alpha+\beta)} \tau^{\prime}(t)+\frac{\gamma_{2}}{2}(r-x)^{\beta} D_{r x}^{-\alpha} \psi^{\prime}\left(\frac{r+t}{2}\right) . \tag{3.12}
\end{equation*}
$$

Relation (3.12) is a fundamental one for the sought functions $\tau(x)$ and $\nu(x)$ moved from the domain $\Omega_{1}$ on the line $y=0$ in the case $|a|<\frac{m}{2}$.

If $a=-\frac{m}{2}$, then $\alpha=\frac{m}{m+2}, \beta=0$ and a solution to problem (3.5 -3.6 for equation (1.2) is of the form [10]:

$$
\begin{align*}
u(x, y)= & \tau\left[x+\frac{2}{m+2}(-y)^{(m+2) / 2}\right] \\
& +\frac{2 y}{m+2} \int_{0}^{1} \nu\left[x+\frac{2}{m+2}(-y)^{(m+2) / 2}(2 t-1)\right](1-t)^{-\alpha} d t \tag{3.13}
\end{align*}
$$

By representation (3.13) and in view of condition (2.2), we arrive at a fundamental relation for the functions $\tau(x)$ and $\nu(x)$ :

$$
\begin{equation*}
\nu(x)=-\frac{\gamma_{1}}{2}\left[2 D_{r x}^{-\alpha} \tau^{\prime}(t)-D_{r x}^{-\alpha} \psi^{\prime}\left(\frac{r+t}{2}\right)\right] . \tag{3.14}
\end{equation*}
$$

If $a=\frac{m}{2}$, then $\alpha=0, \beta=\frac{m}{m+2}$. In this case a solution to problem (3.5), (3.6) for equation (1.2) is of the form [10]:

$$
\begin{align*}
u(x, y)= & \tau\left[x-\frac{2}{m+2}(-y)^{(m+2) / 2}\right] \\
& +\frac{2 y}{m+2} \int_{0}^{1} \nu\left[x-\frac{2}{m+2}(-y)^{(m+2) / 2}(2 t-1)\right](1-t)^{-\beta} d t \tag{3.15}
\end{align*}
$$

Satisfying boundary condition (2.2) on the characteristics $C B$ for (3.15), we arrive at the identity

$$
\begin{equation*}
\nu(x)=(2-2 \beta)^{-\beta}(r-x)^{\beta} \psi^{\prime}\left(\frac{r+x}{2}\right) . \tag{3.16}
\end{equation*}
$$

We proceed to proving the uniqueness of solution to Problem 1. For the homogeneous problem corresponding to Problem 1 we consider the integral

$$
J^{*}=\int_{0}^{r} \tau(x) \nu(x) d x
$$

As $\psi(x) \equiv 0(\tau(r)=\psi(r)=0)$, by relations (3.12), (3.14), (3.16) for different values of $a$ we obtain the corresponding identities:

$$
\begin{align*}
& \nu(x)=-\gamma_{1} D_{r x}^{-(\alpha+\beta)} \tau^{\prime}(t)=\gamma_{1} D_{r x}^{1-\alpha-\beta} \tau(t), \quad|a|<\frac{m}{2}  \tag{3.17}\\
& \nu(x)=-\gamma_{1} D_{r x}^{-\alpha} \tau^{\prime}(t)=\gamma_{1} D_{r x}^{1-\alpha} \tau(t), \quad a=-\frac{m}{2}  \tag{3.18}\\
& \nu(x) \equiv 0, \quad a=\frac{m}{2} \tag{3.19}
\end{align*}
$$

We employ the following property of the operator $D_{r x}^{\alpha} \varphi(t)$ of a fractional integrodifferentiation (in the Riemann-Liouville sense).

Lemma 3.1. For an absolutely continuous on the segment $[0, r]$ function $\varphi=\varphi(x)$ satisfying the condition $\varphi(r)=0$ the inequality

$$
\begin{equation*}
\varphi(x) D_{r x}^{\alpha} \varphi(t) \geqslant \frac{1}{2} D_{r x}^{\alpha} \varphi^{2}(t), \quad 0<\alpha \leqslant 1 \tag{3.20}
\end{equation*}
$$

holds true.
Proof. Indeed, if $\varphi(r)=0$, by Formula (3.11) we find

$$
D_{r x}^{\alpha} \varphi(t)=-\frac{1}{\Gamma(1-\alpha)} \int_{x}^{r} \frac{\varphi^{\prime}(t)}{(t-x)^{\alpha}} d t
$$

In the same way,

$$
D_{r x}^{\alpha} \varphi^{2}(t)=-\frac{1}{\Gamma(1-\alpha)} \int_{x}^{r} \frac{2 \varphi(t) \varphi^{\prime}(t)}{(t-x)^{\alpha}} d t
$$

Employing the above identities, we find

$$
\begin{aligned}
\varphi(x) D_{r x}^{\alpha} \varphi(t)-\frac{1}{2} D_{r x}^{\alpha} \varphi^{2}(t) & =\frac{1}{\Gamma(1-\alpha)} \int_{x}^{r} \frac{\varphi^{\prime}(t)[\varphi(t)-\varphi(x)]}{(t-x)^{\alpha}} d t \\
& =\frac{1}{\Gamma(1-\alpha)} \int_{x}^{r} \frac{\varphi^{\prime}(t)}{(t-x)^{\alpha}}\left(\int_{x}^{t} \varphi^{\prime}(s) d s\right) d t \\
& =\frac{1}{\Gamma(1-\alpha)} \int_{x}^{r}\left(\int_{s}^{r} \frac{\varphi^{\prime}(t) \varphi^{\prime}(s)}{(t-x)^{\alpha}} d t\right) d s \\
& =\frac{1}{\Gamma(1-\alpha)} \int_{x}^{r}(s-x)^{\alpha} \frac{\varphi^{\prime}(s)}{(s-x)^{\alpha}}\left(\int_{s}^{r} \frac{\varphi^{\prime}(t)}{(t-x)^{\alpha}} d t\right) d s \\
& =-\frac{1}{2 \Gamma(1-\alpha)} \int_{x}^{r}(s-x)^{\alpha} \frac{\partial}{\partial s}\left[\left(\int_{s}^{r} \frac{\varphi^{\prime}(t)}{(t-x)^{\alpha}} d t\right)^{2}\right] d s \\
& =\frac{\alpha}{2 \Gamma(1-\alpha)} \int_{x}^{r}(s-x)^{\alpha-1}\left(\int_{s}^{r} \frac{\varphi^{\prime}(t)}{(t-x)^{\alpha}} d t\right)^{2} d s \geqslant 0
\end{aligned}
$$

that implies inequality (3.20). The proof is complete.
We note that the proven Lemma 3.1 is an analogue of Lemma 1 in work [32].
As $|a|<\frac{m}{2}$, by (3.17) and (3.20) we arrive at the inequality

$$
\begin{equation*}
J^{*}=\gamma_{1} \int_{0}^{r} \tau(x) D_{r x}^{1-\alpha-\beta} \tau(t) d x \geqslant \frac{\gamma_{1}}{2 \Gamma(\alpha+\beta)} \int_{0}^{r} t^{\alpha+\beta-1} \tau^{2}(t) d t . \tag{3.21}
\end{equation*}
$$

We arrive at a similar inequality as $a=-\frac{m}{2}\left(\alpha=\frac{m}{m+2}, \beta=0\right)$, while as $a=\frac{m}{2}$ by identity (3.19) we obtain that $J^{*} \equiv 0$.

Passing then to the limit as $y \rightarrow+0$ in equation (1.1), in view of boundary conditions (2.1) we obtain a fundamental relation for the functions $\tau(x)$ and $\nu(x)$ moved from the parabolic part $\Omega_{2}$ of the domain $\Omega$ on the line $y=0$ :

$$
\begin{equation*}
\nu(x)=\tau^{\prime \prime \prime}(x)+a_{2}(x, 0) \tau^{\prime \prime}(x)+a_{1}(x, 0) \tau^{\prime}(x)+a_{0}(x, 0) \tau(x), \quad 0<x<r, \tag{3.22}
\end{equation*}
$$

$$
\begin{equation*}
\tau(0)=\varphi_{1}(0), \quad \tau^{\prime}(0)=\varphi_{2}(0), \quad \tau(r)=\varphi_{3}(0) \tag{3.23}
\end{equation*}
$$

Lemma 3.2. Assume that conditions (3.1). Then by (3.22)-(3.23) we have the identity

$$
\begin{equation*}
J^{*}=-\frac{\tau^{\prime 2}(r)}{2}-\int_{0}^{r} a_{2}(x, 0) \tau^{\prime 2}(x) d x+\frac{1}{2} \int_{0}^{r}\left[a_{2}^{\prime \prime}(x, 0)-a_{1}^{\prime}(x, 0)+2 a_{0}(x, 0)\right] \tau^{2}(x) d x \tag{3.24}
\end{equation*}
$$

For homogeneous boundary conditions corresponding to conditions 3.23) $\left(\varphi_{j}(0)=0, j=\right.$ $\overline{1,3}$ ) identity (3.24) can be obtained easily by multiplying both sides of relation (3.22) by the function $\tau(x)$ and integrating then the obtained identity w.r.t. $x$ from 0 to $r$.

In view of (3.24), inequality (3.21) can be rewritten as

$$
\begin{align*}
\tau^{\prime 2}(r) & +2 \int_{0}^{r} a_{2}(x, 0) \tau^{\prime 2}(x) d x \\
& -\int_{0}^{r}\left[a_{2}^{\prime \prime}(x, 0)-a_{1}^{\prime}(x, 0)+2 a_{0}(x, 0)-\frac{\gamma_{1}}{\Gamma(\alpha+\beta)} x^{\alpha+\beta-1}\right] \tau^{2}(x) d x \leqslant 0 . \tag{3.25}
\end{align*}
$$

It is easy to see that under assumptions (3.2)-3.4 of Theorem 3.1 for the coefficients $a_{i}(x, y), i=\overline{0,2}$ of equation $(1.1)$, inequality (3.25) can hold if and only if $\tau(x) \equiv 0$. Then by relations (3.17), (3.18), (3.19) we find that $\nu(x) \equiv 0$ for all $|a| \leqslant \frac{m}{2}$. At that, formulae (3.7), (3.13), (3.15) imply immediately that $u(x, y) \equiv 0$ in $\overline{\Omega_{1}}$.

Let us show that under the assumptions of Theorem 3.1, the problem on finding a regular in the domain $\Omega_{2}$ solution of equation (1.3) satisfying homogeneous boundary conditions corresponding conditions (2.1) and the homogeneous initial condition $u(x, 0)=0$ can have only the trivial solution.

Indeed, assume that the homogeneous problem

$$
\begin{align*}
& u_{x x x}-u_{y}+\sum_{i=0}^{2} a_{i}(x, y) \frac{\partial^{i} u}{\partial x^{i}}=0, \quad(x, y) \in \Omega_{2},  \tag{3.26}\\
& u(0, y)=0, \quad u_{x}(0, y)=0, u(r, y)=0, \quad 0<y<h,  \tag{3.27}\\
& u(x, 0)=0, \quad 0 \leqslant x \leqslant r \tag{3.28}
\end{align*}
$$

has a non-trivial solution $u=u(x, y) \not \equiv 0$. Following works [16], [33], in equation (3.26) we let

$$
\begin{equation*}
u(x, y)=v(x, y) \exp \left(\mu_{1} x+\mu_{2} y\right) . \tag{3.29}
\end{equation*}
$$

Then for the function $v=v(x, y)$ we obtain the equation

$$
\begin{align*}
L_{\mu_{1}, \mu_{2}} v= & v_{x x x}-v_{y}+\left[3 \mu_{1}+a_{2}(x, y)\right] v_{x x}+\left[3 \mu_{1}^{2}+2 \mu_{1} a_{2}(x, y)+a_{1}(x, y)\right] v_{x} \\
& +\left[\mu_{1}^{3}+\mu_{1}^{2} a_{2}(x, y)+\mu_{1} a_{1}(x, y)+a_{0}(x, y)-\mu_{2}\right] v=0 \tag{3.30}
\end{align*}
$$

subject to the initial and boundary conditions

$$
\begin{align*}
& v(x, 0)=0, \quad 0 \leqslant x \leqslant r  \tag{3.31}\\
& v(0, y)=0, \quad v_{x}(0, y)=0, \quad v(r, y)=0, \quad 0<y<h . \tag{3.32}
\end{align*}
$$

Since by the assumption the function $u(x, y)$ is a non-trivial solution of problem (3.26)-(3.28), as it follows from (3.29), problem (3.30)-(3.32) also has a non-trivial solution $v=v(x, y) \neq 0$.

We introduce an auxiliary domain $\Omega_{2 \varepsilon}$ by the inequalities

$$
\Omega_{2 \varepsilon}=\{(x, y): \varepsilon<x<r-\varepsilon, \varepsilon<y<h-\varepsilon, \varepsilon>0\} .
$$

In the domain $\Omega_{2 \varepsilon}$, the identity

$$
\begin{align*}
2\left(v, L_{\mu_{1}, \mu_{2}} v\right)_{0}= & \int_{\Omega_{2 \varepsilon}} 2 v L_{\mu_{1}, \mu_{2}} v d \Omega_{2 \varepsilon} \\
= & \int_{\Omega_{2 \varepsilon}}\left\{\frac { \partial } { \partial x } \left[2 v v_{x x}-v_{x}^{2}+2\left(3 \mu_{1}+a_{2}(x, y)\right) v v_{x}\right.\right. \\
& \left.\left.+\left(3 \mu_{1}^{2}+2 \mu_{1} a_{2}(x, y)-a_{2 x}(x, y)+a_{1}(x, y)\right) v^{2}\right]-\frac{\partial}{\partial y}\left[v^{2}\right]\right\} d \Omega_{2 \varepsilon}  \tag{3.33}\\
& +\int_{\Omega_{2 \varepsilon}}\left[2 \mu_{1}^{3}+2 \mu_{1}^{2} a_{2}(x, y)+2 \mu_{1} a_{1}(x, y)+a_{2 x x}(x, y)\right. \\
& \left.-a_{1 x}(x, y)+2 a_{0}(x, y)-2 \mu_{2}\right] v^{2} d \Omega_{2 \varepsilon} \\
& -2 \int_{\Omega_{2 \varepsilon}}\left[3 \mu_{1}+a_{2}(x, y)\right] v_{x}^{2} d \Omega_{2 \varepsilon}=0
\end{align*}
$$

Applying Green formula to identity (3.33), we obtain

$$
\begin{align*}
2\left(v, L_{\mu_{1}, \mu_{2}} v\right)_{0}= & \int_{\Gamma_{2 \varepsilon}} v^{2} d x+\left[2 v v_{x x}-v_{x}^{2}+2\left(3 \mu_{1}+a_{2}(x, y)\right) v v_{x}\right. \\
& \left.+\left(3 \mu_{1}^{2}+2 \mu_{1} a_{2}(x, y)-a_{2 x}(x, y)+a_{1}(x, y)\right) v^{2}\right] d y \\
& +\int_{\Omega_{2 \varepsilon}}\left[2 \mu_{1}^{3}+2 \mu_{1}^{2} a_{2}(x, y)+2 \mu_{1} a_{1}(x, y)+a_{2 x x}(x, y)\right.  \tag{3.34}\\
& \left.-a_{1 x}(x, y)+2 a_{0}(x, y)-2 \mu_{2}\right] v^{2} d \Omega_{2 \varepsilon} \\
- & 2 \int_{\Omega_{2 \varepsilon}}\left[3 \mu_{1}+a_{2}(x, y)\right] v_{x}^{2} d \Omega_{2 \varepsilon}=0
\end{align*}
$$

where $\Gamma_{2 \varepsilon}$ is the boundary of the auxiliary domain $\Omega_{2 \varepsilon}$. Passing to the limit as $\varepsilon \rightarrow 0$ in identity (3.34), in view of homogeneous initial boundary conditions (3.31)-(3.32), we arrive at the identity

$$
\begin{align*}
\int_{0}^{h} v_{x}^{2}(r, y) d y & +\int_{0}^{r} v^{2}(x, h) d x+2 \int_{\Omega_{2}}\left[3 \mu_{1}+a_{2}(x, y)\right] v_{x}^{2} d \Omega_{2} \\
& -\int_{\Omega_{2}}\left[2 \mu_{1}^{3}+2 \mu_{1}^{2} a_{2}(x, y)-2 \mu_{1}\left(a_{2 x}(x, y)-a_{1}(x, y)\right)\right.  \tag{3.35}\\
& \left.+a_{2 x x}(x, y)-a_{1 x}(x, y)+2 a_{0}(x, y)-2 \mu_{2}\right] v^{2} d \Omega_{2}=0
\end{align*}
$$

Bearing in mind conditions (3.1), we choose the parameters $\mu_{1}$ and $\mu_{2}$ in identity (3.35) so that

$$
\begin{aligned}
\mu_{1}> & \frac{1}{3} \max _{(x, y) \in \bar{\Omega}_{2}}\left(\left|a_{2}(x, y)\right|\right) \\
\mu_{2}>\frac{1}{2} \max _{(x, y) \in \bar{\Omega}_{2}} & {\left[2 \mu_{1}^{3}+2 \mu_{1}^{2}\left|a_{2}(x, y)\right|+2 \mu_{1}\left(\left|a_{2 x}(x, y)\right|+\left|a_{1}(x, y)\right|\right)\right.} \\
& \left.+\left|a_{2 x x}(x, y)\right|+\left|a_{1 x}(x, y)\right|+2\left|a_{0}(x, y)\right|\right] .
\end{aligned}
$$

It is easy to observe that under such choice of the parameters $\mu_{1}$ and $\mu_{2}$, identity (3.35) can hold if and only if $v(x, y) \equiv 0$ in each point of the closure $\bar{\Omega}_{2}$ that contradicts the assumption that $v(x, y) \neq 0$. The obtained contradiction shows that $u(x, y) \equiv 0$ everywhere in $\bar{\Omega}_{2}$. That is, under assumptions (3.1)-(3.4), the solutions to Problem 1 for equation (1.1) is unique in the required class. The proof is complete.

## 4. Theorem on solvability of Problem 1

Theorem 4.1. Under assumptions (3.1)-(3.4), Problem 1 is solvable.
Proof. Indeed, by the above obtained fundamental relations (3.10) and (3.22), we arrive at the following system of equations for the functions $\tau(x)$ and $\nu(x)$ :

$$
\left\{\begin{array}{l}
\nu(x)=\gamma_{1} D_{r x}^{1-(\alpha+\beta)} \tau(t)-\gamma_{2}(r-x)^{\beta} D_{r x}^{1-\alpha} \psi\left(\frac{r+t}{2}\right)  \tag{4.1}\\
\nu(x)=\tau^{\prime \prime \prime}(x)+a_{2}(x, 0) \tau^{\prime \prime}(x)+a_{1}(x, 0) \tau^{\prime}(x)+a_{0}(x, 0) \tau(x)
\end{array}\right.
$$

and hence, for the function $\tau(x)$, we arrive at the problem on finding a regular solution for the equation

$$
\begin{align*}
\tau^{\prime \prime \prime}(x) & +a_{2}(x, 0) \tau^{\prime \prime}(x)+a_{1}(x, 0) \tau^{\prime}(x)-\gamma_{1} D_{r x}^{1-\alpha-\beta} \tau(t)+a_{0}(x, 0) \tau(x) \\
& =-\gamma_{2}(r-x)^{\beta} D_{r x}^{1-\alpha} \psi\left(\frac{r+t}{2}\right) \tag{4.2}
\end{align*}
$$

satisfying conditions (3.23).
Solving problem (3.23) for equation (4.2) is equivalent to solving the integral equation

$$
\begin{align*}
\tau(x)=-\frac{1}{2 r^{2}}\{ & 2 \int_{0}^{r} K(x, t) \tau(t) d t-2(r-x)\left[r+x+r x a_{2}(0,0)\right] \varphi_{1}(0) \\
& -2 r x(r-x) \varphi_{2}(0)-2 x^{2} \varphi_{3}(0)+x^{2} \int_{x}^{r}(r-t)^{2} f(t) d t  \tag{4.3}\\
& \left.-(r-x) \int_{0}^{x} t(r t+x t-2 r x) f(t) d t\right\}
\end{align*}
$$

where

$$
\begin{aligned}
K(x, t)= & \begin{cases}(r-x)\left[(r+x) L(0, t)+r x L_{x}(0, t)\right]-r^{2} L(x, t), & 0 \leqslant x<t \\
(r-x)\left[(r+x) L(0, t)+r x L_{x}(0, t)\right], & t<x \leqslant r\end{cases} \\
L(x, t)= & a_{2}(t, 0)+(t-x)\left[2 a_{2}^{\prime}(t, 0)-a_{1}(t, 0)\right]+\frac{(t-x)^{2}}{2}\left[a_{2}^{\prime \prime}(t, 0)-a_{1}^{\prime}(t, 0)+a_{0}(t, 0)\right] \\
& -\frac{\gamma_{1}}{\Gamma(\alpha+\beta+2)}(t-x)^{\alpha+\beta+2} .
\end{aligned}
$$

Due to properties (3.1) of given coefficients $a_{i}(x, y), i=\overline{0,2}$, in equation (1.1), as well as due to the properties of the given functions $\varphi_{1}(y), \varphi_{2}(y), \varphi_{3}(y), \psi(x)$, we conclude that equation (4.3) is the second kind integral Fredholm equation with a kernel $K(x, t) \in L_{2}([0, r] \times[0, r])$ and the right hand side in $C^{1}[0, r]$. The unique solvability of equation (4.3) is implied by the uniqueness of solution to Problem 1. In accordance with the general theory of Fredholm integral equation, the solution $\tau=\tau(x)$ to equation (4.3) is written out in terms of the resolvent $R(x, t)$ of the kernel $K(x, t)$ and the resolvent $R(x, t)$, as well as the kernel $K(x, t)$, belong to the class $L_{2}([0, r] \times[0, r])$. The solution $\tau=\tau(x)$ to equation (4.3) belongs to the class $\left.C[0, r] \cup C^{3}\right] 0, r[$
since the right hand side of equation (4.3) belongs to $C^{1}[0, r]$. By the found function $\tau(x)$ we can find also the function $\nu(x)$ via fundamental relations (3.12), (3.14), (3.16), (3.22).

As the coefficients $a_{i}(x, 0), i=\overline{0,2}$, of equation (4.2) are real constant, the solution to problem (3.23), (4.2), and hence, to integral equation (4.3), is written out explicitly.

Indeed, let us find the solution to problem (3.23) for equation (4.2) in the case when $a_{i}(x, 0)=$ $a_{i}=$ const, $i=\overline{0,2}$. In order to do it, we replace the variable $x$ by $r-x$ in equation (4.2). At that, for the function $\tau(r-x)$ we obtain the problem:

$$
\begin{align*}
-\tau^{\prime \prime \prime}(r-x)+a_{2} \tau^{\prime \prime}(r-x)-a_{1} \tau^{\prime}(r-x) & -\gamma_{1} D_{0 x}^{1-\alpha-\beta} \tau(r-t)+a_{0} \tau(r-x) \\
& =-\gamma_{2} x^{\beta} D_{0 x}^{1-\alpha} \psi\left(\frac{2 r-t}{2}\right)  \tag{4.4}\\
\left.\tau(r-x)\right|_{x=r}=\varphi_{1}(0),\left.\tau^{\prime}(r-x)\right|_{x=r}= & -\varphi_{2}(0),\left.\tau(r-x)\right|_{x=0}=\varphi_{3}(0) \tag{4.5}
\end{align*}
$$

Denoting $\tau(r-x)=g(x)$, by (4.4) we arrive at the equation for $g(x)$ :

$$
\begin{equation*}
g^{\prime \prime \prime}(x)-a_{2} g^{\prime \prime}(x)+a_{1} g^{\prime}(x)+\gamma_{1} D_{0 x}^{1-\alpha-\beta} g(t)-a_{0} g(x)=f(x), \tag{4.6}
\end{equation*}
$$

where $f(x)=\gamma_{2} x^{\beta} D_{0 x}^{1-\alpha} \psi\left(\frac{2 r-t}{2}\right)$.
Applying the operator $D_{0 x}^{-3}$ to the both sides of equation (4.6), we arrive at an integral equation equivalent to equation (4.6)

$$
\begin{align*}
g(x) & -\int_{0}^{x}\left[a_{2}-a_{1}(x-t)+\frac{a_{0}}{2}(x-t)^{2}-\frac{\gamma_{1}}{\Gamma(\alpha+\beta+2)}(x-t)^{\alpha+\beta+1}\right] g(t) d t  \tag{4.7}\\
& =c_{1} x^{2}+c_{2} x+c_{3}+\frac{1}{2} \int_{0}^{x}(x-t)^{2} f(t) d t
\end{align*}
$$

where $c_{1}, c_{2}, c_{3}$ are unknown constants.
Equation (4.7) belongs to the class of second kind Volterra equation of convolution type. Employing the definition of the convolution of two functions, we rewrite equation 4.7) as

$$
\begin{align*}
g(x) & -a_{2}(1 * g(x))+a_{1}(x * g(x))-\frac{a_{0}}{2}\left(x^{2} * g(x)\right)+\frac{\gamma_{1}}{\Gamma(\alpha+\beta+2)}\left(x^{\alpha+\beta+1} * g(x)\right)  \tag{4.8}\\
& =\frac{\gamma_{2}}{2}\left(x^{2} * f(x)\right)+c_{1} x^{2}+c_{2} x+c_{3}
\end{align*}
$$

where

$$
g_{1}(x) * g_{2}(x)=\int_{0}^{x} g_{1}(x-t) g_{2}(t) d t=\int_{0}^{x} g_{1}(t) g_{2}(x-t) d t
$$

is the convolution of functions $g_{1}(x)$ and $g_{2}(x)$.
Let $G(p)$ and $F(p)$ in equation (4.8) be the images of the functions $g(x)$ and $f(x)$, respectively, that is,

$$
g(x) \risingdotseq G(p), \quad f(x) \risingdotseq F(p)
$$

Then, applying the Laplace transform to equation (4.8), using the linearity and the multiplication theorem, we arrive at the following equation for $G(p)$

$$
G(p)\left[1-\frac{a_{2}}{p}+\frac{a_{1}}{p^{2}}-\frac{a_{0}}{p^{3}}+\frac{\gamma_{1}}{p^{\alpha+\beta+2}}\right]=\frac{F(p)}{p^{3}}+\frac{2 c_{1}}{p^{3}}+\frac{c_{2}}{p^{2}}+\frac{c_{3}}{p}
$$

which implies

$$
\begin{equation*}
G(p)=\frac{F(p)+2 c_{1}+c_{2} p+c_{3} p^{2}}{p^{3} \Delta(p)} \tag{4.9}
\end{equation*}
$$

where $\Delta(p)=1-a_{2} p^{-1}+a_{1} p^{-2}+\gamma_{1} p^{-\alpha-\beta-2}-a_{0} p^{-3}$.

For sufficiently large values of the parameter $p$ the identity

$$
\int_{0}^{\infty} e^{-\Delta(p) s} d s=\frac{1}{\Delta(p)}
$$

holds true. Hence, we can rewrite (4.9) as

$$
\begin{equation*}
G(p)=\int_{0}^{\infty} e^{-\Delta(p) s}\left[F(p) p^{-3}+2 c_{1} p^{-3}+c_{2} p^{-2}+c_{3} p^{-1}\right] d s \tag{4.10}
\end{equation*}
$$

Let us find the inverse Laplace transform. First of all we observe that

$$
p^{-\mu} e^{z p^{-\beta}} \fallingdotseq x^{\mu-1} \phi\left(\beta, \mu ; z x^{\beta}\right)
$$

where $\phi(\xi, \eta ; z)=\sum_{n=0}^{\infty} \frac{z^{n}}{n!\Gamma(n \xi+\eta)}$ is the Wright function [34].
Employing the formula $g_{1}(p) g_{2}(p) \fallingdotseq q_{1}(x) * q_{2}(x)$, by (4.10) we find

$$
\begin{align*}
& g(x)= \int_{0}^{\infty} e^{-s}\left\{f(x) *\left[x^{-1 / 4} \phi\left(1,3 / 4 ; a_{2} x s\right)\right] *\left[x^{-1 / 4} \phi\left(2,3 / 4 ;-a_{1} x^{2} s\right)\right]\right. \\
&\left.*\left[x^{-1 / 4} \phi\left(\alpha+\beta+2,3 / 4 ;-\gamma_{1} x^{\alpha+\beta+2} s\right)\right] *\left[x^{-1 / 4} \phi\left(3,3 / 4 ; a_{0} x^{3} s\right)\right]\right\} d s \\
&+ 2 c_{1} \int_{0}^{\infty} e^{-s}\left\{\left[x^{-1 / 4} \phi\left(1,3 / 4 ; a_{2} x s\right)\right] *\left[x^{-1 / 4} \phi\left(2,3 / 4 ;-a_{1} x^{2} s\right)\right]\right. \\
&\left.*\left[x^{-1 / 4} \phi\left(\alpha+\beta+2,3 / 4 ;-\gamma_{1} x^{\alpha+\beta+2} s\right)\right] *\left[x^{-1 / 4} \phi\left(3,3 / 4 ; a_{0} x^{3} s\right)\right]\right\} d s  \tag{4.11}\\
&+c_{2} \int_{0}^{\infty} e^{-s}\left\{\left[x^{-1 / 2} \phi\left(1,1 / 2 ; a_{2} x s\right)\right] *\left[x^{-1 / 2} \phi\left(2,1 / 2 ;-a_{1} x^{2} s\right)\right]\right. \\
&\left.*\left[x^{-1 / 2} \phi\left(\alpha+\beta+2,1 / 2 ;-\gamma_{1} x^{\alpha+\beta+2} s\right)\right] *\left[x^{-1 / 2} \phi\left(3,1 / 2 ; a_{0} x^{3} s\right)\right]\right\} d s \\
&+c_{3} \int_{0}^{\infty} e^{-s}\left\{\left[x^{-3 / 4} \phi\left(1,1 / 4 ; a_{2} x s\right)\right] *\left[x^{-3 / 4} \phi\left(2,1 / 4 ;-a_{1} x^{2} s\right)\right]\right. \\
&\left.*\left[x^{-3 / 4} \phi\left(\alpha+\beta+2,1 / 4 ;-\gamma_{1} x^{\alpha+\beta+2} s\right)\right] *\left[x^{-3 / 4} \phi\left(3,1 / 4 ; a_{0} x^{3} s\right)\right]\right\} d s .
\end{align*}
$$

We employ the following notations [35]:

$$
\begin{aligned}
& S_{m}^{\mu}\left(x ; z_{1}, \ldots, z_{m} ; \beta_{1}, \ldots, \beta_{m}\right)=h_{1}(x) * h_{2}(x) * \ldots * h_{m}(x) \\
& G_{m}^{\mu}(x ; \lambda ; \beta) \equiv G_{m}^{\mu}\left(x ; \lambda_{1}, \ldots, \lambda_{m} ; \beta_{1}, \ldots, \beta_{m}\right)=\int_{0}^{\infty} e^{-s} S_{m}^{\mu}\left(x ; \lambda_{1} s, \ldots, \lambda_{m} s ; \beta_{1}, \ldots, \beta_{m}\right) d s
\end{aligned}
$$

where $h_{k}(x)=x^{\mu_{k}-1} \phi\left(\beta_{k}, \mu_{k} ; z_{k} x^{\beta_{k}}\right), k=\overline{1, m} ; \mu=\sum_{k=1}^{m} \mu_{k}$. In terms of the above notations, representation (4.11) can be rewritten as

$$
\begin{aligned}
g(x)= & \int_{0}^{\infty} e^{-s}\left[f(x) * S_{4}^{3}\left(x ; a_{2} s,-a_{1} s,-\gamma_{1} s, a_{0} s ; 1,2, \alpha+\beta+2,3\right)\right] d s \\
& +2 c_{1} \int_{0}^{\infty} e^{-s} S_{4}^{3}\left(x ; a_{2} s,-a_{1} s,-\gamma_{1} s, a_{0} s ; 1,2, \alpha+\beta+2,3\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& +c_{2} \int_{0}^{\infty} e^{-s} S_{4}^{2}\left(x ; a_{2} s,-a_{1} s,-\gamma_{1} s, a_{0} s ; 1,2, \alpha+\beta+2,3\right) d s \\
& +c_{3} \int_{0}^{\infty} e^{-s} S_{4}^{1}\left(x ; a_{2} s,-a_{1} s,-\gamma_{1} s, a_{0} s ; 1,2, \alpha+\beta+2,3\right) d s
\end{aligned}
$$

which implies

$$
\begin{aligned}
g(x)= & 2 c_{1} G_{4}^{3}\left(x ; a_{2},-a_{1},-\gamma_{1}, a_{0} ; 1,2, \alpha+\beta+2,3\right) \\
& +c_{2} G_{4}^{2}\left(x ; a_{2},-a_{1},-\gamma_{1}, a_{0} ; 1,2, \alpha+\beta+2,3\right) \\
& +c_{3} G_{4}^{1}\left(x ; a_{2},-a_{1},-\gamma_{1}, a_{0} ; 1,2, \alpha+\beta+2,3\right) \\
& +\int_{0}^{x} f(t) G_{4}^{3}\left(x-t ; a_{2},-a_{1},-\gamma_{1}, a_{0} ; 1,2, \alpha+\beta+2,3\right) d t
\end{aligned}
$$

Thus,

$$
\tau(r-x)=2 c_{1} G_{4}^{3}(x ; \mathbf{a} ; \mathbf{b})+c_{2} G_{4}^{2}(x ; \mathbf{a} ; \mathbf{b})+c_{3} G_{4}^{1}(x ; \mathbf{a} ; \mathbf{b})+\int_{0}^{x} f(t) G_{4}^{3}(x-t ; \mathbf{a} ; \mathbf{b}) d t
$$

where $\mathbf{a}=\left(a_{2},-a_{1},-\gamma_{1}, a_{0}\right), \mathbf{b}=(1,2, \alpha+\beta+2,3)$. Redenoting $r-x$ by $x$ in the last identity and changing the variable $s=r-t$ in the integral, we obtain

$$
\begin{align*}
\tau(x)= & 2 c_{1} G_{4}^{3}(r-x ; \mathbf{a} ; \mathbf{b})+c_{2} G_{4}^{2}(r-x ; \mathbf{a} ; \mathbf{b})+c_{3} G_{4}^{1}(r-x ; \mathbf{a} ; \mathbf{b}) \\
& +\int_{x}^{r} f(r-s) G_{4}^{3}(s-x ; \mathbf{a} ; \mathbf{b}) d s \tag{4.12}
\end{align*}
$$

The function $G_{m}^{\mu}(x)$ possesses the properties [35]:

$$
\begin{align*}
& D_{0 x}^{\nu} G_{m}^{\mu}(t ; \mathbf{a} ; \mathbf{b})=G_{m}^{\mu-\nu}(t ; \mathbf{a} ; \mathbf{b}), \quad \mu>\nu  \tag{4.13}\\
& G_{m}^{\mu}(x ; \mathbf{a} ; \mathbf{b})=\frac{x^{\mu-1}}{\Gamma(\mu)}+\sum_{i=1}^{m j} \lambda_{i} D_{0 x}^{-\beta_{i}} G_{m}^{\mu}(t ; \mathbf{a} ; \mathbf{b}) \tag{4.14}
\end{align*}
$$

Employing properties (4.13), 4.14) of the function $G_{m}^{\mu}(x ; \mathbf{a} ; \mathbf{b})$, by representation 4.12 we find

$$
\begin{align*}
\tau^{\prime}(x)= & -c_{3}\left[a_{2} G_{4}^{1}(r-x ; \mathbf{a} ; \mathbf{b})-a_{1} G_{4}^{2}(r-x ; \mathbf{a} ; \mathbf{b})-\gamma_{1} G_{4}^{\alpha+\beta+2}(r-x ; \mathbf{a} ; \mathbf{b})\right. \\
& \left.+a_{0} G_{4}^{3}(r-x ; \mathbf{a} ; \mathbf{b})\right]-2 c_{1} G_{4}^{2}(r-x ; \mathbf{a} ; \mathbf{b})-c_{2} G_{4}^{1}(r-x ; \mathbf{a} ; \mathbf{b}) \\
& -\int_{x}^{r} f(r-s) G_{4}^{2}(s-x ; \mathbf{a} ; \mathbf{b}) d s \tag{4.15}
\end{align*}
$$

Let us find the unknown constants $c_{1}, c_{2}, c_{3}$ involved in (4.12). Substituting (4.12) into the latter condition in (3.23), we immediately find

$$
\tau(r)=c_{3}=\varphi_{3}(0)
$$

Substituting then (4.12) into first two conditions in (3.23), we arrive at the following system of linear algebraic equations:

$$
\left\{\begin{align*}
2 c_{1} G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b})+c_{2} G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})= & \varphi_{1}(0)-\varphi_{3}(0) G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})  \tag{4.16}\\
& -\int_{0}^{r} f(r-s) G_{4}^{3}(s ; \mathbf{a} ; \mathbf{b}) d s \\
2 c_{1} G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})+c_{2} G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})= & \varphi_{2}(0)-\varphi_{3}(0)\left[a_{2} G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})-a_{1} G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})\right. \\
& \left.-\gamma_{1} G_{4}^{\alpha+\beta+2}(r ; \mathbf{a} ; \mathbf{b})+a_{0} G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b})\right] \\
& -\int_{0}^{r} f(r-s) G_{4}^{2}(s ; \mathbf{a} ; \mathbf{b}) d s
\end{align*}\right.
$$

Solving system (4.16), we find

$$
\begin{equation*}
c_{1}=\frac{\Delta_{1}}{\Delta}, \quad c_{2}=\frac{\Delta_{2}}{\Delta} \tag{4.17}
\end{equation*}
$$

where

$$
\begin{aligned}
\Delta= & 2\left[G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b}) G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b})-\left(G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})\right)^{2}\right] \\
\Delta_{1}= & \int_{0}^{r} f(r-s)\left[G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b}) G_{4}^{2}(s ; \mathbf{a} ; \mathbf{b})-G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b}) G_{4}^{3}(s ; \mathbf{a} ; \mathbf{b})\right] d s \\
& +G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})\left[\varphi_{1}(0)-\varphi_{3}(0) G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})\right] \\
& -G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b}) \cdot\left[\varphi_{2}(0)-\varphi_{3}(0)\left(a_{2} G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})-a_{1} G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})\right.\right. \\
& \left.\left.-\gamma_{1} G_{4}^{\alpha+\beta+2}(r ; \mathbf{a} ; \mathbf{b})+a_{0} G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b})\right)\right] \\
\Delta_{2}= & 2 \int_{0}^{r} f(r-s)\left[G_{4}^{3}(s ; \mathbf{a} ; \mathbf{b}) G_{4}^{3}(s ; \mathbf{a} ; \mathbf{b})-G_{4}^{3}(s ; \mathbf{a} ; \mathbf{b}) G_{4}^{3}(s ; \mathbf{a} ; \mathbf{b})\right] d s \\
& -2 G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})\left[\varphi_{1}(0)-\varphi_{3}(0) G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})\right]+2 G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b}) \\
& \cdot\left[\varphi_{2}(0)-\varphi_{3}(0)\left(a_{2} G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b})-a_{1} G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})-\gamma_{1} G_{4}^{\alpha+\beta+2}(r ; \mathbf{a} ; \mathbf{b})+a_{0} G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b})\right)\right]
\end{aligned}
$$

It follows from the above proven theorem on the uniqueness of solution to Problem 1 that the determinant

$$
\Delta=2\left[G_{4}^{1}(r ; \mathbf{a} ; \mathbf{b}) G_{4}^{3}(r ; \mathbf{a} ; \mathbf{b})-\left(G_{4}^{2}(r ; \mathbf{a} ; \mathbf{b})\right)^{2}\right]
$$

of system (4.16) is non-zero and therefore, formula (4.12), where the constants $c_{1}, c_{2}$ are calculated by formulae (4.17), $c_{3}=\varphi_{3}(0)$, gives the representation for the unique solution to problem (3.23) for equation (4.2) as the coefficients $a_{0}, a_{1}, a_{2}$ of equation (4.2) are constant and $-m / 2 \leqslant a<m / 2$.

If $a=m / 2$, as the coefficients $a_{0}, a_{1}, a_{2}$ are constant, by relations (3.16) and (3.22) we arrive at the following problem for the sought function $\tau=\tau(x)$

$$
\begin{align*}
& \tau^{\prime \prime \prime}(x)+a_{2} \tau^{\prime \prime}(x)+a_{1} \tau^{\prime}(x)+a_{0} \tau(x)=(2-2 \beta)^{-\beta}(r-x)^{\beta} \psi^{\prime}\left(\frac{r+x}{2}\right)  \tag{4.18}\\
& \tau(0)=\varphi_{1}(0), \quad \tau^{\prime}(0)=\varphi_{2}(0), \quad \tau(r)=\varphi_{3}(0) \tag{4.19}
\end{align*}
$$

The solution to problem (4.18), 4.19) is written out explicitly by the formula

$$
\tau(x)=\int_{0}^{r} G(x, t) F(t) d t+\frac{x^{2}}{r^{2}}\left[\varphi_{3}(0)-r \varphi_{2}(0)-\varphi_{1}(0)\right]+\varphi_{2}(0) x+\varphi_{1}(0)
$$

where

$$
\begin{aligned}
F(x)= & (2-2 \beta)^{-\beta}(r-x)^{\beta} \psi^{\prime}\left(\frac{r+x}{2}\right)-a_{0} \varphi_{1}(0)-\left(a_{0} x+a_{1}\right) \varphi_{2}(0) \\
& -\frac{\varphi_{3}(0)-r \varphi_{2}(0)-\varphi_{1}(0)}{r^{2}}\left(2 a_{2}+2 a_{1} x+a_{0}\right),
\end{aligned}
$$

$G(x, t)$ is the Green function of problem (4.18), 4.19) constructed in work [25].
Once the functions $\tau=\tau(x)$ and $\nu=\nu(x)$ are found, the solutions to Problem 1 in the domain $\Omega_{1}$ is determined as the solution to Cauchy problem (3.5), (3.6) for equation (1.2) and is written out by one of formulae (3.7), (3.13) or (3.15), while in the domain $\Omega_{2}$ we arrive at the problem on finding a regular solution to equation (1.3) satisfying conditions (2.1) and $u(x, 0)=\tau(x)$; this problem was studied in works [14], [15].
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