ON RESOLVENT OF MULTI-DIMENSIONAL OPERATORS WITH FREQUENT ALTERNATION OF BOUNDARY CONDITIONS: CRITICAL CASE
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Abstract. We consider an elliptic operator in a multi-dimensional domain with frequent alternation of Dirichlet and Robin conditions. We study the case, when the homogenized operator has Robin condition with an additional coefficient generated by the geometry of the alternation. We prove the norm resolvent convergence of the perturbed operator to the homogenized one and obtain the estimate for the convergence rate. We construct the complete asymptotic expansion for the resolvent in the case, when it acts on sufficiently smooth functions.
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1. Introduction

Elliptic boundary value problems with frequent alternation of boundary conditions arise in various applications. Let us describe briefly the formulation of such boundary value problems. On the boundary of a domain one chooses a set consisting of many disjoint pieces. This set depends on one or several small parameters. The measure of each part and the distances between neighbouring components tend to zero as these small parameter tend to zero, while the total amount of the pieces in the chosen set increases unboundedly. On these sets we impose Dirichlet condition, while on the other part of the boundary is subject to Neumann or Robin condition. There were considered also the cases, when the described alternation of the boundary conditions was imposed not on the whole boundary but only on its fixed part. The rest of the boundary was subject to one of the classical condition.

The homogenization of the elliptic boundary value problems in domains with frequent alternation of boundary conditions were considered in many works [1]–[14]. Most part of them were devoted to the case of bounded domains with a sufficiently smooth boundary. The main results of these works were the determination of the homogenized (limiting) problem and the proof of the convergence theorems for their solutions. The homogenized problems were the problems for the same equations in the same domains but subject to one of the classical boundary condition instead of the frequent alternation. It was shown in these works that the form of the homogenized operator, namely, the boundary condition depends on the ratio between the measures of parts of the boundary with different types of boundary conditions. The most part of the results on the convergence of the solutions were proved in the sense of the weak or...
strong resolvent convergence. Namely, the solution to the perturbed problem converges to the solution of the homogenized one weakly or strongly in $W^1_2$ or strongly in $L_2$. In [1], [9], for a bounded domain with a periodic alternation of Dirichlet and Neumann or Robin conditions, homogenized problems were described. The convergence in a non-periodic case was studied in [3], [4]. Apart from determining the form of the homogenized problems, in some cases the estimates for the convergence rate were proved. The estimates for the convergence rate for a periodic alternation of boundary conditions were obtained in [1], [10]. Similar estimates for a non-periodic alternation were established in [3], [7], [8], [9], [13], [14].

One more type of the convergence is the norm resolvent convergence. In [15]–[20] there were considered elliptic operators in an infinite straight planar strip with a frequent alternation of boundary conditions. The norm resolvent convergence was proved for all possible homogenized operators as well as for periodic and non-periodic alternations. The estimates for the rate of convergence were obtained. Similar results with a periodic alternation of boundary conditions were established in [21], [22]. In [13], [14], an elliptic operator was considered in a multi-dimensional unbounded domain with a non-periodic alternation of boundary conditions. The norm resolvent convergence was proved and the sharp order estimates for the convergence rate were obtained.

There are many works in which the asymptotics for solutions of problems with frequent alternation of boundary conditions were constructed (see, for instance, [9], [13], [14], [17], [18], [23]–[27]). In [23], [24], [26] there were constructed the asymptotics for two-dimensional problems with a periodic alternation of Dirichlet and Neumann conditions, while in [9] the same was done for a non-periodic alternation of Dirichlet and Robin conditions. Similar results were obtained in work [27] for a three-dimensional cylinder with a frequent alternation of Dirichlet and Neumann conditions on thin strips located on the lateral surface. In work [25], the boundary value problem for Poisson equation was considered in a multi-dimensional layer bounded by two hyperplanes, the solution was assumed to be periodic. A complete asymptotic expansion was obtained for the solution of the considered problem. In [13], [14] there were considered boundary value problems for a second order elliptic equation in an unbounded multi-dimensional domain with frequent alternation of Dirichlet and Robin conditions. For the solutions of the considered problems the complete asymptotic expansion was constructed in [13] in the case of the homogenized Dirichlet condition, while in [14] the complete two-parametric asymptotic expansion was obtained.

In the present work we consider an elliptic operator in an arbitrary unbounded multi-dimensional domain with a non-periodic alternation of boundary conditions. We also consider the case, when the domain is bounded. We study the case of alternating Dirichlet and Robin conditions. The alternation is imposed on the whole boundary or on its fixed part. In the latter case on the rest of the boundary we impose Robin condition. In the problem we choose two character small parameters describing the sizes of the Dirichlet and Robin parts of the boundary. As these parameters tend to zero, the amount of the Dirichlet parts increases unboundedly, while the measure of each part and the distances between them tend to zero. We consider the case, when the homogenized operator involves the Robin condition with an additional coefficient generated by the geometry of the alternation. We study the behavior of the resolvent of the perturbed operator when the mentioned small parameter tend to zero. The first main result result is the proof of the norm resolvent convergence of the perturbed operator to the homogenized one in the sense of norm of operator acting in $L_2$; the estimates for the convergence rates are also obtained. Nevertheless, we show that by employing a special boundary corrector we can obtain the convergence of the perturbed operator to the homogenized one in the sense of the norm of an operator acting from $L_2$ into $W^1_2$. The second main result is the complete asymptotic expansion for the resolvent in an unbounded domain with an additional
assumption that the alternation of boundary conditions has a periodic structure and is imposed on the hyperplane, while the resolvent acts on sufficiently smooth functions.

2. Formulation of the problem

Let \( x = (x', x_n), x' = (x_1, x_2, \ldots, x_{n-1}) \) be Cartesian coordinates in \( \mathbb{R}^n \) and \( \mathbb{R}^{n-1} \), respectively, \( \Omega \) be an arbitrary domain \( \mathbb{R}^n \), \( n \geq 3 \) with a boundary in class \( C^2 \). Domain \( \Omega \) can be either bounded or unbounded. By \( \tau \) we denote the distance from a point to the boundary of \( \Omega \) measured along the inward normal. In the case of an unbounded domain \( \Omega \) we assume that there exists \( \tau_0 > 0 \) such that variable \( \tau \) is well-defined at least for \( 0 < \tau \leq \tau_0 \). In the case of a bounded domain this condition is implied the smoothness of the boundary.

We assume that in the vicinity of each point \( P \in \partial \Omega \) we can introduce local coordinates \( s = (s_1, \ldots, s_{n-1}) \) with the following properties: point \( s = 0 \) corresponds to point \( P \), coordinates \( (s_1, \ldots, s_{n-1}) \) are orthogonal at point \( P \) and there exists constant \( \delta > 0 \) independent on the choice of point \( P \) such that variables \( s \) are well-defined at least in \( \{ x : 0 \leq s_i \leq \delta, \ i = 1, \ldots, n-1, \ 0 < \tau \leq \tau_0/2 \} \), while the Jacobians of passage from variables \( x \) to variables \( (s, \tau) \) and back are uniformly bounded by some constant for all points and this constant is independent on \( P \). In the case of a bounded domain the latter condition is implied the smoothness of the boundary.

By \( \varepsilon \) we denote a small positive parameter, \( \eta = \eta(\varepsilon) \) is some bounded positive function.

Suppose that the boundary of domain \( \Omega \) consists of two disjoint parts \( \partial \Omega := \emptyset \cup \Xi \). In set \( \emptyset \) we choose a set of bounded disjoint sets \( \gamma_{\varepsilon}^i(1) \subset \emptyset, \ i = 1, \ldots, N(\varepsilon) \). If set \( \emptyset \) is bounded, \( N(\varepsilon) \) is an integer-valued function, which tends to infinity as \( \varepsilon \to 0 \). If set \( \emptyset \) is unbounded, we let \( N(\varepsilon) = \infty \) for all \( \varepsilon \). We shall assume that the boundaries of \( (n-1) \)-dimensional domains \( \gamma_{\varepsilon}^{i}(1) \) consist of a finite number of disjoint closed \( (n-2) \)-dimensional surfaces of class \( C^2 \).

We denote by \( B_r(M) \) a ball of radius \( r \) centered at point \( M \) in \( \mathbb{R}^n \). We assume that there exist points \( M_i^\varepsilon \in \gamma_{\varepsilon}^{i}(1) \) and positive numbers \( C_1, C_1, R_1 \) and \( R_2 \) independent of \( \varepsilon \) such that for \( i, j = 1, \ldots, N(\varepsilon) \)

\[
C_1 \varepsilon \leq \min_{i \neq j} |M_i^\varepsilon - M_j^\varepsilon| \leq C_2 \varepsilon, \tag{2.1}
\]

\[
B_{R_2 \varepsilon \eta}(M_i^\varepsilon) \cap \emptyset \subset \gamma_{\varepsilon}^{i}(1) \subset B_{R_1 \varepsilon \eta}(M_i^\varepsilon), \quad B_{R_1 \varepsilon \eta}(M_i^\varepsilon) \cap B_{R_1 \varepsilon \eta}(M_j^\varepsilon) = \emptyset, \quad i \neq j, \tag{2.2}
\]

hold true. By \( A_{ij} = A_{ij}(x), A_j = A_j(x), A_0 = A_0(x) \) we denote functions defined in domain \( \Omega \) and satisfying conditions \( A_{ij} \in W_1^1(\Omega), A_j \in W_1^1(\Omega), A_0 \in L^\infty(\Omega) \). Functions \( A_{ij} \) and \( A_0 \) are assumed to be real valued, \( A_j \) are complex-valued. Moreover, functions \( A_{ij} \) satisfy the ellipticity condition

\[
A_{ij} = \overline{A}_{ji}, \quad \sum_{i,j=1}^n A_{ij}(x)z_i z_j \geq c_0 \sum_{i=1}^n |z_i|^2, \quad x \in \Omega, \quad z_i \in \mathbb{C}, \tag{2.3}
\]

where \( c_0 \) is a positive constant independent of \( x \) and \( z_i \).

In the present work we consider operator depending on \( \varepsilon \), which we denote by \( \mathcal{H}_\varepsilon \). This is the operator with the differential expression

\[
- \sum_{i,j=1}^n \frac{\partial}{\partial x_i} A_{ij} \frac{\partial}{\partial x_j} + \sum_{j=1}^n A_j \frac{\partial}{\partial x_j} - \frac{\partial}{\partial \nu} \overline{\pi}_j + A_0 \tag{2.4}
\]

in \( \Omega \) subject to Dirichlet condition on \( \gamma_{\varepsilon} \) and to Robin condition

\[
\left( \frac{\partial}{\partial \nu} + a \right) u = 0 \quad \text{on} \quad \Gamma_{\varepsilon} \cup \Xi; \quad \frac{\partial}{\partial \nu} := - \sum_{i,j=1}^n A_{ij} \tilde{v}_j \frac{\partial}{\partial \nu} - \sum_{j=1}^n A_j \tilde{v}_j,
\]
where \( \gamma_\varepsilon := \bigcup_{i=1}^{N(\varepsilon)} \gamma_\varepsilon^{(i)} \), \( \Gamma_\varepsilon := \Gamma \setminus \gamma_\varepsilon \), \( \bar{\nu} = (\bar{\nu}_1, \bar{\nu}_2, \ldots, \bar{\nu}_n) \) is the inward normal to \( \partial \Omega \), \( a = a(x) \) is a some real function defined on \( \partial \Omega \) and \( a \in W^1_\infty(\partial \Omega) \).

By \( \mathfrak{h}_\varepsilon \) we denote a closed symmetric sesquilinear lower-semibounded form

\[
\mathfrak{h}_\varepsilon(u, v) := \sum_{i,j=1}^{n} \left( A_{ij} \frac{\partial u}{\partial x_j}, \frac{\partial v}{\partial x_i} \right)_{L^2(\Omega)} + \sum_{j=1}^{n} \left( A_j \frac{\partial u}{\partial x_j}, v \right)_{L^2(\Omega)} + \sum_{j=1}^{n} \left( u, A_j \frac{\partial v}{\partial x_j} \right)_{L^2(\Omega)} + (A_0 u, v)_{L^2(\Omega)} + (u, v)_{L^2(\Gamma, \Xi)}
\]

in \( L^2(\Omega) \) on the domain \( W^1_2(\Omega, \gamma_\varepsilon) \). Here \( W^1_2(\Omega, \gamma_\varepsilon) \) is a subspace of functions \( W^1_2(\Omega) \) vanishing on \( \gamma_\varepsilon \). By \( W^1_2(\Omega, Q) \) we denote the Sobolev space consisting of functions \( W^1_2(\Omega) \) with zero trace on surface \( Q \) lying in domain \( \Omega \subset \mathbb{R}^n \). We define rigorously \( \mathcal{H}_\varepsilon \) as a self-adjoint operator in \( L^2(\Omega) \) associated with form \( \mathfrak{h}_\varepsilon(u, v) \).

It was said above that in the vicinity of each point \( P \) we can introduce local orthogonal coordinates \( s \). The coordinates corresponding to points \( M_i^s \) will be denoted by \( s^i = (s_1^i, s_2^i, \ldots, s_{n-1}^i) \). The images of sets \( \gamma_\varepsilon^{(i)} \) in variables \( s^i \) will be denoted by \( \omega_\varepsilon^{(i)} \).

We introduce the auxiliary problem

\[
\Delta \zeta Y_\varepsilon^i = 0, \quad \zeta \in S^+, \quad Y_\varepsilon^i = 1, \quad \zeta \in \omega^{(i)}, \quad \frac{\partial Y_\varepsilon^i}{\partial \zeta_n} = 0, \quad \zeta \in \{ \zeta : \zeta_n = 0 \} \setminus \omega^{(i)},
\]

Here \( S^+ = \{ \zeta : \zeta_n > 0 \} \), and \( \omega^{(i)} \) is a set obtained by dilating set \( \omega_\varepsilon^{(i)} \) in \( (\varepsilon \eta)^{-1} \) times. In accordance with \([13, Lm. 5.4]\), the solution to this problem exists and is unique, belongs to \( W^1_2(S^+) \), uniformly bounded for all \( \zeta \in S^+ \), has the differentiable asymptotics

\[
Y_\varepsilon^i(\zeta) = N_0^i |\zeta|^{-n+2} + O(|\zeta|^{-n+1})
\]

as \( \zeta \to \infty \) and satisfies the inequalities

\[
\left| \frac{\partial Y_\varepsilon^i}{\partial \zeta_j} \right| \leq C |\zeta|^{-n+1}, \quad |Y_\varepsilon^i - N_0^i |\zeta|^{-n+2}| \leq C |\zeta|^{-n+1} \quad \text{in} \quad \{ \zeta : \zeta_n > 0, \ |\zeta| \geq \delta \},
\]

\[
|Y_\varepsilon^i| \leq C \quad \text{in} \quad \{ \zeta : \zeta_n > 0, \ |\zeta| < \delta \}.
\]

Here \( \delta \) is such that the inclusion \( \omega^{(i)} \subset \{ \zeta : \zeta_n = 0, \ |\zeta'| < \delta \} \) holds true, while function \( Y_\varepsilon^i \), coefficient \( N_0^i \) and constants \( C \) in the latter inequalities depend, generally speaking, on set \( \omega^{(i)} \).

We also assume that

(C1) Coefficients \( N_0^i \) in \( (2.6) \) and constants \( C \) in \( (2.7) \) are uniformly bounded in \( i \) and \( \varepsilon \).

For each \( R_3 > 0 \), by \( \alpha_\varepsilon \) we denote

\[
\alpha_\varepsilon(s) := \begin{cases} N_0^i, & |s^i| < R_3 \varepsilon, \\ 0, & \text{in other points of domain } \Omega \end{cases}
\]

In what follows, we shall show in Lemma 3.5 that there exist points \( M^p \) on boundary \( \Gamma \) and domains \( Q_p := \{ x : 0 < s^p_j < b, \ j = 1, \ldots, n-1, \ \tau = 0 \}, \ b > 0 \), such that the inclusion \( \bigcup Q_p \supset \Gamma \) holds true. Here \( s^p = (s_1^p, \ldots, s_{n-1}^p) \) are orthogonal coordinates associated with points \( M^p \in \Gamma \).

We impose one more condition.
(C2). There exists a function $\alpha \in W^1_\infty(\partial \Omega)$ and function $\kappa = \kappa(\varepsilon)$, $\kappa(\varepsilon) \to +0$, $\varepsilon \to +0$, such that for all sufficiently small $\varepsilon$ the uniform in $p$ estimate

$$\sum_{q \in \mathbb{Z}^{n-1}} \frac{1}{|q| + 1} \left| \int_{Q_p} (\alpha_x - \alpha_x^p) e^{\frac{\eta}{2} n^q s^p} ds \right|^2 \leq \kappa^2(\varepsilon),$$  

(2.9)

where $\cdot$ is the scalar product in $\mathbb{R}^{n-1}$. If the intersection of sets $\overline{\Upsilon}$ and $\overline{\Xi}$ is non-empty, then function $\alpha$ vanishes on $\overline{\Upsilon} \cap \overline{\Xi}$.

Throughout the work we assume that

$$\lim_{\varepsilon \to 0} \frac{n^{n-2}(\varepsilon)}{\varepsilon} = K_0,$$

(2.10)

where $K_0 > 0$ is a some constant.

The aim of the work is to study the asymptotic behavior of the resolvent of operator $H_\varepsilon$ as $\varepsilon \to 0$. We denote $K := \alpha K_0 G_n$, where $G_n = \frac{2\sqrt{\pi} \Gamma \left( \frac{n+1}{2} \right)}{\Gamma \left( \frac{n}{2} \right)}$, $\Gamma$ is the Gamma function, while function $\alpha$ is defined in (C2). We define $H_0$ as operator in $L_2(\Omega)$ with differential expression (2.3) and subject to boundary conditions

$$\left( \frac{\partial}{\partial n} + a \right) u = 0 \quad \text{on} \quad \Xi,$$

$$\left( \frac{\partial}{\partial n} + a + K \right) u = 0 \quad \text{on} \quad \Upsilon.$$  

(2.11)

We introduce rigorously $H_0$ as the self-adjoint operator in $L_2(\Omega)$ associated with the closed symmetric sesquilinear lower-semibounded form $\mathfrak{h}_0(u, v) := \mathfrak{h}_0(u, v) + (Ku, v)_{L_2(\Upsilon)}$ in $L_2(\Omega)$ with domain $W^2_2(\Omega)$. By analogy with [14, Lm. 3.2], [8, Ch. 3, Sect. 7.8] one can prove that the domain of operator $H_0$ reads as

$$D(H_0) = \{ u \in W^2_2(\Omega) \text{ text: conditions (2.11) hold true} \}.$$

We denote

$$\mu := \mu(\varepsilon) = \frac{n^{n-2}\varepsilon}{\varepsilon} - K_0,$$

(2.12)

By $\| \cdot \|_X \to Y$ we denote the norm of operator acting from Banach space $X$ into Banach space $Y$. The first main result is the following theorem.

**Theorem 2.1.** Let $D$ be a compact set in the complex plane not intersecting with the spectrum of operator $H_0$, $\lambda \in D$. There exists function $W_\varepsilon$ defined in (3.3) such that for all sufficiently small $\varepsilon$ the inequalities

$$\|(H_\varepsilon - \lambda)^{-1} - (H_0 - \lambda)^{-1}\|_{L_2(\Omega) \to L_2(\Omega)} \leq C(\lambda, D) \left( \varepsilon^{\frac{1}{2}} + \mu + \kappa(\varepsilon) \right),$$  

(2.13)

$$\|(H_\varepsilon - \lambda)^{-1} - (1 - W_\varepsilon)(H_0 - \lambda)^{-1}\|_{L_2(\Omega) \to W^2_2(\Omega)} \leq C(\lambda, D) \left( \varepsilon^{\frac{1}{2}} + \mu + \kappa(\varepsilon) \right)$$  

(2.14)

hold true, where constant $C$ is independent of $\varepsilon$, $\eta$ and $W_\varepsilon$ but depends on $\lambda$ and on the choice of compact set $D$.

The second part of the work is devoted to constructing the complete asymptotic expansion for the resolvent of the perturbed operator restricted on the functions in $L_2(\Omega)$ with additional smoothness conditions. The asymptotics of the resolvent for an unbounded domain $\Omega$ lying in the upper half-plane. Namely, we assume that there exists $\tau_0 > 0$ such that $\Omega \cap \{ x : 0 < x_n < \tau_0 \} = \{ x : 0 < x_n < \tau_0 \}$. In addition we assume that the boundary of domain is piece-wise continuous and consists of two disjoint parts: $\partial \Omega = \Upsilon \cup \Xi$, where $\Upsilon := \{ x : x_n = 0 \}$. We assume also that the coefficients of the perturbed operator and function $a(x)$ are infinitely differentiable as $0 \leq x_n \leq \tau_0$, and all these derivatives and these functions are uniformly bounded $0 \leq x_n \leq \tau_0$. We shall assume that on boundary $\Upsilon$ functions $A_{ij}(x)$ vanish as $i \neq j$.
and is equal to \( i = j \). Here it is convenient to count the points \( M^k \) not by index \( i \) but multi-
index \( k \in \mathbb{Z}^{n-1} \) and these points read as \( M^k = (\varepsilon a_1 k_1, \ldots, \varepsilon a_{n-1} k_{n-1}) \). We denote by \( \gamma \) a set of

dimension \((n - 1)\) with boundary in class \( C^2 \) lying in \((n - 1)\)-dimensional parallelepiped \( \{ x \in \mathbb{R}^{n-1} : -\frac{\eta}{2} < x_i < \frac{\eta}{2}, \ i = 1, \ldots, n-1, \ x_n = 0 \} \), where \( a_i \) are positive constants. We let

\[
\gamma \epsilon := \bigcup_k \left\{ x \in \mathbb{R}^{n-1} : (\varepsilon \eta)^{-1} (x - M_k^\epsilon) \in \gamma, \ k \in \mathbb{Z}^{n-1} \right\}.
\]

We also note that in this part of the work the additional coefficient in the boundary condition
on \( \gamma \) of the limiting operator is \( K := \frac{N_0 (\mu + K_0)}{T_0} \), see the constructions of the fourth and fifth
sections. Here \( N_0 \) is the coefficient at the leading term in the asymptotics at infinity of the
solution to an auxiliary problem (4.24). While constant \( T_0 \) is represented by the identity
\( T_0 = -\frac{1}{|\mathcal{C}_n|} \prod_{i=1}^{n-1} a_i \), where \( |\mathcal{C}_n| \) is the surface area of the unit half-sphere in \( \mathbb{R}^{n-1} \).

Let \( f \) is an arbitrary function in \( L_2(\Omega) \cap W_2^m(\{ x : 0 < x_n < \tau_0 \}) \) for all \( m \in \mathbb{N} \), \( u_\epsilon := (\mathcal{H}_\epsilon - \lambda)^{-1} f \).

The second main result of the work is as follows.

**Theorem 2.2.** The asymptotics of function \( u_\epsilon \) in norm of \( W_2^1(\Omega) \) is

\[
\begin{align*}
\text{as } x_n \to x_n, \quad u_\epsilon(x, \mu, \eta) &= \left( u_\epsilon^{ex}(x, \mu, \eta) + \chi_0(x_n) u_\epsilon^{bl}(x, \xi, \mu, \eta) \right) \prod_{k \in \mathbb{Z}^{n-1}} \chi_1(|x - M^k_\epsilon| \varepsilon^{-1} \eta^{-1/2}) \\
&\quad + \sum_{k \in \mathbb{Z}^{n-1}} (1 - \chi_1(|x - M^k_\epsilon| \varepsilon^{-1} \eta^{-1/2})) u_\epsilon^{in}(x', \mu, x - M^k_\epsilon, \eta),
\end{align*}
\]

(2.15)

where \( \chi_0(x_n) \) is an infinitely differentiable cut-off function vanishing as \( x_n > \tau_0 \) and being equal
to one as \( x_n < \frac{\eta}{3} \), \( \chi_1(t) \) is an infinitely differentiable cut-off function vanishing as \( t < 1 \) and
being equal to \( t > 2 \), while the symbols \( u_\epsilon^{ex}, u_\epsilon^{bl}, u_\epsilon^{in} \) denote the asymptotic series

\[
\begin{align*}
\text{(2.16)}
\end{align*}
\]

where \( \rho(x') := \bar{a}_n(x', 0) - a(x') \), \( \bar{a} \) is equal to zero as \( (q_\epsilon, q_\eta) = (0, 0) \) and to one in other cases,
\( Q_{q_\epsilon, q_\eta} := \min(q_\epsilon, q_\eta) \). The coefficients of series (2.16), (2.17) and (2.18) are determined by
Lemmas 4.2 and 4.3. In particular, function \( v_{1,0,0} \) is of the form

\[
\begin{align*}
\text{(2.19)}
\end{align*}
\]

where function \( X \) is introduced as the solution to the auxiliary problem (4.17). Function \( u_{0,0,0} \)
is the solution to problem

\[
\left( \mathcal{L} - \lambda \right) u_{0,0,0} = f, \quad x \in \Omega,
\]

\[
\left( \frac{\partial}{\partial \nu} + a + K \right) u_{0,0,0} = \varphi, \quad x \in \gamma, \quad \left( \frac{\partial}{\partial \nu} + a \right) u_{0,0,0} = 0, \quad x \in \xi.
\]
in $W^2_2(\Omega)$. Function $w_{0,0,0}$ is of the form $w_{0,0,0}(x', \mu, \zeta) = u_{0,0,0}(x', 0, \mu)(1 - Y(\zeta))$.

Let us discuss briefly the results of the work. We stress first of all that the result of Theorem 2.1 is true for an arbitrary structure of the frequent alternation of boundary conditions. There are no essential restrictions for the parts of the selected Dirichlet part of boundary. The amount of the parts of these subsets can be finite or infinite, while the result of the theorem is true no matter whether the domain is bounded or not.

We note that in the statement of Theorem 2.1 we have only the norm resolvent convergence of the perturbed operator to the homogenized one in the sense of the norm $\| \cdot \|_{L^2(\Omega) \to L^2(\Omega)}$, while the convergence in the sense of the norm $\| \cdot \|_{L^2(\Omega) \to W^1_2(\Omega)}$ is impossible. Indeed, let $f$ be a function in $L^2(\Omega)$. Then for $u_\varepsilon := (H - \lambda)^{-1}f$ and $u_0 := (H_0 - \lambda)^{-1}f$ we write the corresponding integral identities:

\[
\begin{align*}
    h_\varepsilon(u_\varepsilon, u_\varepsilon) - \lambda(u_\varepsilon, u_\varepsilon)_{L^2(\Omega)} &= (f, u_\varepsilon)_{L^2(\Omega)}, \\
    h_0(u_0, u_0) - \lambda(u_0, u_0)_{L^2(\Omega)} &= (f, u_0)_{L^2(\Omega)}.
\end{align*}
\]

We assume that the resolvent of the perturbed operator converges to the resolvent of homogenized one in the norm of operators acting from $L^2(\Omega)$ into $W^1_2(\Omega)$, then $u_\varepsilon$ converge to $u_0$ in the norm of $W^1_2(\Omega)$. Therefore, all the terms in the first integral identity converge to similar terms in the second integral identity. But in the left hand side of second integral identity there is one more term $(Ku_0, u_0)_{L^2(\Gamma)}$ and this is why the original assumption on the convergence of $u_\varepsilon$ to $u_0$ is wrong. At the same time, the convergence in the norm $\| \cdot \|_{L^2(\Omega) \to L^2(\Omega)}$ is sufficient to prove the convergence of the spectrum of the perturbed operator to the spectrum of the homogenized one. Moreover, if we employ a special boundary corrector, we can obtain the convergence in the norm $\| \cdot \|_{L^2(\Omega) \to W^1_2(\Omega)}$, see (2.13).

Theorem 2.1 states not only the presence of the norm resolvent convergence, but it also gives the estimate for the convergence rate, see (2.13), (2.14). The right hand sides in these inequalities tend to zero due to (2.10), (2.12) and Assumption (C2).

Let us discuss Assumption (C2). In this assumption we introduce function $K$. This function in boundary condition (2.11) for the homogenized operator describes the distribution of selected Dirichlet subsets. For a periodic structure of alternating boundary conditions, function $K$ exists and estimate (2.9) holds true for $K(\varepsilon) = C\varepsilon^\frac{1}{2}$, where constant $C$ is independent of $\varepsilon$; this will be proved in fifth section. Here the alternation is chosen the same as in Theorem 2.1. In the case of non-periodic structure we can mention the example, when we consider a periodic structure of alternating boundary conditions, but we change a little the geometry and location of the selected subsets with Dirichlet condition so that the total amount of changed sets is relatively less than the amount of unchanged sets. Then inequality (2.9) still remains true. We also note that assumption (C2) is needed to prove Lemma 3.5 which, in its turn, is employed in the proof of Theorem 2.1. The this lemma is based on sharp estimates. And this gives an opportunity to suppose that the final estimate in this lemma is sharp. This is why term $\kappa(\varepsilon)$ in inequalities (2.13), (2.14) for the resolvent is likely to be also sharp.

The second main result, Theorem 2.2, gives a complete asymptotic expansion for the resolvent. In order to construct such asymptotics, we have to assume additional smoothness for functions $A_{ij}$, $A_j$, $A_0$, $a$ and $f$ in the vicinity of the part of the boundary with the alternation of boundary conditions. We also assume in addition, that the alternation of boundary conditions is strictly periodic and is imposed on the hyperplane. The coefficients of the series are constructed as the solutions to some sequence of the problems, see the arguments of the forth section.

Let us discuss also an additional coefficient in boundary condition (2.19). This constant $K$ can be calculated by two ways. First, it is determined by the matching condition of asymptotics for function $u_\varepsilon$ and also identities (4.26), (4.28). In particular, it will be shown in the end of
the forth section that the additional coefficient in identity (4.28) is equal to constant $K$. In
the second way, coefficient $K$ can be determined by means of Assumption (C2) for the periodic
structure of alternation of boundary conditions, see fifth section. Here we also employ the
identities for $G_n$ and $T_0$. We note that the constants determined in both cases will coincide.

3. Resolvent convergence

In the present section we prove Theorem 2.1.

Let $f \in L_2(\Omega)$ be an arbitrary function, $u_\varepsilon := (\mathcal{H}_\varepsilon - \lambda)^{-1} f$, $u_0 := (\mathcal{H}_0 - \lambda)^{-1} f$. We introduce the matrix

$$A(x) := \begin{pmatrix}
A_{11}(x) & A_{12}(x) & \cdots & A_{1n}(x) \\
A_{21}(x) & A_{22}(x) & \cdots & A_{2n}(x) \\
\vdots & \vdots & \ddots & \vdots \\
A_{n1}(x) & A_{n2}(x) & \cdots & A_{nn}(x)
\end{pmatrix}, \quad A^i_\varepsilon := A(M^i_\varepsilon),$$

and for each $i = 1, \ldots, N(\varepsilon)$ by $Q^i_\varepsilon$ we define one matrix by the conditions

$$(Q^i_\varepsilon)^T (Q^i_\varepsilon) = (A^i_\varepsilon)^{-1}, \quad (Q^i_\varepsilon)^T (A^j_\varepsilon)(Q^i_\varepsilon) = E,$$

where $E$ is the unit matrix. Matrix $Q^i_\varepsilon$ is determined non-uniquely up to the multiplication by
an orthogonal matrix. It is easy to check that this orthogonal matrix can be chosen so that
$y^i_n = \tau$, where $y^i_n$ is $n$-th coordinate of the vector $y^i = (y^i_1, \ldots, y^i_{n-1}, y^i_n) = Q^i_\varepsilon z^i$, $z^i = (s^i, \tau)$. Hereafter matrix $Q^i_\varepsilon$ is chosen exactly in this way. By condition (2.3), matrix $A$ is symmetric, lower-semibounded and uniformly bounded for all $x \in \overline{\Omega}$. This is why matrix $Q^i_\varepsilon$ is lower-semibounded and is uniformly bounded for all $i$ and $\varepsilon$. Therefore, we have the estimate

$$0 < C|z| \leq |Q^i_\varepsilon z| \leq C^{-1}|z| \quad (3.1)$$

for all $i = 1, \ldots, N(\varepsilon)$, small $\varepsilon$ and $z \in \mathbb{R}^n$. Here constant $C$ is independent of $\varepsilon$, $i$ and $z$.

In the previous section, in the vicinity of each point $M^i_\varepsilon$ on the boundary of domain $\Omega$ we introduced orthogonal coordinates $s^i$. As a result of the passage from variables $x$ to variables $y^i$, operator $\nabla$ is recalculated as follows: $\nabla = J^i_1 \nabla y^i$, where $J^i_1$ is some matrix satisfying the inequalities

$$|J^i_1 - E| \leq C|y^i|, \quad \left| \frac{\partial J^i_1}{\partial y^i_j} \right| \leq C, \quad j = 1, \ldots, n, \quad (3.2)$$

where constant $C$ is independent of $y^i$, $i$ and $\varepsilon$. Let $\omega := \bigcup_{i=1}^{N(\varepsilon)} \omega^{(i)}_\varepsilon$, where, we recall, sets $\omega^{(i)}_\varepsilon$ we introduced in the previous section as the images of sets $\gamma^{(i)}_\varepsilon$.

We denote $B^i_\varepsilon := \{x: |y^i| < R_3 \varepsilon\} \cap \Omega$. Here $R_3$ is a positive constant such that for all $\varepsilon$, $i = 1, \ldots, N(\varepsilon)$ the inclusions $\omega^{(i)}_\varepsilon \subset B^i_\varepsilon \subseteq B_{R_3}(M^i_\varepsilon)$ hold true.

Let $\chi_2(t)$ is an infinitely differentiable cut-off function equalling to one as $t < \frac{1}{2}$ and vanishing as $t > 1$. Let

$$Z^i_\varepsilon(x, \eta) := N_0^i \eta^{n-2} \left( \varepsilon^{n-2}|y^i|^{-n+2} - R_3^{-n+2} \right),$$

$$W^i_\varepsilon(x, \eta) := \left( \chi_2 \left( R_3^{-1} \varepsilon^{-1}|y^i| \right) Y^i_\varepsilon \left( \frac{y^i}{\varepsilon \eta} \right) + \left( 1 - \chi_2 \left( R_3^{-1} \varepsilon^{-1}|y^i| \right) \right) Z^i_\varepsilon(x, \mu, \eta) \right),$$

$$W_\varepsilon(x, \eta) := \begin{cases} W^i_\varepsilon(x, \eta), & x \in B^i_\varepsilon, \quad i = 1, \ldots, N(\varepsilon), \\ 0, & \text{in other points of domain } \overline{\Omega}. \end{cases} \quad (3.3)$$
By the definition of functions $\chi_2$ and $Y^i_\varepsilon$, function $W_\varepsilon$ is continuous in $\Omega$, uniformly bounded for all $x \in \Omega$ and satisfies the inequality
$$0 \leq W_\varepsilon \leq 1. \tag{3.4}$$

Hereinafter by $C$ we denote inessential constants independent of $f$, $u_0$, $u_\varepsilon$, $\varepsilon$, $\eta$ and $x$. In the case of local estimates in the vicinities of sets $\omega_{\varepsilon}^{(i)}$ constants $C$ are independent of the choice of a particular set $\omega_{\varepsilon}^{(i)}$. In accordance with [28, Ch. 5, Sect. 5.3, Ineq. (5.3)], we have
$$\|u_0\|_{L^2(\Omega)} \leq C \|f\|_{L^2(\Omega)}. \tag{3.5}$$

**Lemma 3.1.** For each function $u \in W^1_2(\Omega, \gamma_\varepsilon)$ the estimate
$$\|u\|_{W^2_2(\Omega)} \leq C \left( \|h_\varepsilon(u, u)\|_{L^2(\Omega)} + \|u\|^2_{L^2(\Omega)} \right)$$
holds true.

This lemma can be proved in the same way as [13, Lm. 3.1].

**Lemma 3.2.** For each function $u \in D(h_0)$, the estimate
$$\|u\|_{W^2_2(\Omega)} \leq C \left( \|H_0 u\|_{L^2(\Omega)} + \|u\|_{L^2(\Omega)} \right)$$
holds true.

The proof of this lemma is similar to [13, Lm. 3.2]. In the proof of this lemma we also employ the results of [29, Ch. 3, Sect. 7,8].

In accordance with the definition, function $u_\varepsilon$ satisfies the integral identity
$$h_\varepsilon(u_\varepsilon, u_\varepsilon) + \lambda(u_\varepsilon, u_\varepsilon)_{L^2(\Omega)} = (f, u_\varepsilon)_{L^2(\Omega)}.$$

In addition we assume that $\lambda$ has a non-zero imaginary part. In accordance with [28, Ch. 5, Sect. 5.3, Ineq. (5.3)], for such $\lambda$ the estimate
$$\|u_\varepsilon\|_{L^2(\Omega)} \leq C \|f\|_{L^2(\Omega)} \tag{3.6}$$
holds true. It follows from Lemma 3.1 that
$$C_1 \|u_\varepsilon\|^2_{W^2_2(\Omega)} \leq h_\varepsilon(u_\varepsilon, u_\varepsilon) \leq C \|f\|^2_{L^2(\Omega)}.$$

It implies the inequality
$$\|u_\varepsilon\|_{W^2_2(\Omega)} \leq C \|f\|_{L^2(\Omega)}. \tag{3.7}$$

By analogy with [14, Lm. 3.3] one can prove

**Lemma 3.3.** For each function $v \in W^1_2(\Omega)$, the inequalities
$$\sum_{i=1}^{N(\varepsilon)} \|v\|^2_{L^2(\partial B_i)} \leq C \|v\|^2_{W^2_2(\Omega)}, \quad \sum_{i=1}^{N(\varepsilon)} \|v\|^2_{L^2(B_i)} \leq C \varepsilon \|v\|^2_{W^2_2(\Omega)},$$
hold true, where constant $C$ is independent of $\varepsilon$ and $v$.

**Lemma 3.4.** Function $u_0 W_\varepsilon$ belongs to $W^1_2(\Omega)$ and this functions satisfies the estimates
$$\|u_0 W_\varepsilon\|_{L^2(\Omega)} \leq C \varepsilon^\frac{1}{2} \|f\|_{L^2(\Omega)}, \tag{3.8}$$
$$\|W_\varepsilon \nabla u_0\|_{L^2(\Omega)} \leq C \varepsilon^\frac{1}{2} \|f\|_{L^2(\Omega)}, \tag{3.9}$$
$$\|u_0 \nabla W_\varepsilon\|_{L^2(\Omega)} \leq C \|f\|_{L^2(\Omega)}, \tag{3.10}$$
where constant $C$ is independent of $\varepsilon$, $u_0$, $f$ and $W_\varepsilon$. 
Proof. It is sufficient to prove the lemma for real-valued \( u_0 \in C^\infty(\Omega) \) with a compact support, since the linear combinations of such functions are dense in space \( W^2_2(\Omega) \). By the properties of function \( Y^i_\epsilon \), functions \( W_\epsilon u_0, W_\epsilon \nabla u_0 \) belong to \( L_2(\Omega) \) and it follows from the definition of function \( W_\epsilon \), inequality (3.4), Lemmata 3.2, 3.3, inequalities in (3.2), the boundedness of the Jacobians that

\[
\|W_\epsilon \nabla u_0\|_{L_2(\Omega)}^2 \leq C \sum_{i=1}^{N(\epsilon)} \|W_\epsilon^2 \nabla u_0\|_{B_i(\Omega)}^2 \leq C \sum_{i=1}^{N(\epsilon)} \|\nabla u_0\|_{L_2(B_i)}^2 \leq C \varepsilon \|f\|_{L_2(\Omega)}^2,
\]

\[
\|W_\epsilon u_0\|_{L_2(\Omega)}^2 \leq \sum_{i=1}^{N(\epsilon)} \|W_\epsilon^2 u_0\|_{B_i(\Omega)}^2 \leq C \sum_{i=1}^{N(\epsilon)} \|u_0\|_{L_2(B_i)}^2 \leq C \varepsilon \|f\|_{L_2(\Omega)}^2,
\]

\[
\|u_0 \nabla W_\epsilon\|_{L_2(\Omega)}^2 \leq C \sum_{i=1}^{N(\epsilon)} \int_{B_i(\Omega)} u_0^2 |\nabla W_\epsilon|^2 d\nu.
\]

The first two inequalities in the statement of the lemma are proved. It remains to check that \( u_0 \nabla W_\epsilon \in L_2(\Omega) \) and to prove inequality (3.10).

We pass to variables \( y^i \) in integral \( \int_{B_i(\Omega)} u_0^2 |\nabla W_\epsilon|^2 d\nu \). The passage to variables \( y^i \) make one-to-one correspondence between sets \( B^i \cap B^i_\epsilon := \{y^i: |y^i| < R_3 \epsilon, y^i_\epsilon > 0\} \). In accordance with the definition of function \( W_\epsilon \), we integrate by parts as follows:

\[
\int_{B_i(\Omega)} u_0^2 |\nabla W_\epsilon|^2 d\nu = \int_{\partial B^i_\epsilon} W_\epsilon u_0^2 \frac{\partial W_\epsilon}{\partial \nu} dS - \frac{1}{2} \int_{B^i_\epsilon} \nabla y_\epsilon^i u_0^2 \cdot \nabla W_\epsilon^2 dy^i + \int_{B^i_\epsilon} W_\epsilon u_0^2 \Delta y_\epsilon W_\epsilon dy^i
\]

\[
= \int_{\partial B^i_\epsilon} W_\epsilon u_0^2 \frac{\partial W_\epsilon}{\partial \nu} dS - \frac{1}{2} \int_{B^i_\epsilon} W_\epsilon^2 \frac{\partial u_0^2}{\partial \nu} dS + \frac{1}{2} \int_{B^i_\epsilon} W_\epsilon^2 \Delta y_\epsilon u_0^2 dy^i + \int_{B^i_\epsilon} W_\epsilon^2 \Delta y_\epsilon u_0^2 dy^i.
\]

Then by the definition of function \( W_\epsilon \), the belongings \( u_0, \frac{\partial u_0}{\partial \nu} \in L_2(\partial B^i_\epsilon), u_0 \in W^2_2(\Omega) \), inequalities (3.4), (3.8), (3.9), Lemmata 3.2, 3.3 inequalities in (3.2), the boundedness of the Jacobians and (3.11) we obtain

\[
\|u_0 \nabla W_\epsilon\|_{W^1_2(\Omega)}^2 \leq C \int_{B^i_\epsilon} u_0^2 |\nabla y_\epsilon W_\epsilon|^2 dy^i \leq C \left( \sum_{i=1}^{N(\epsilon)} \|u_0\|_{L_2(B_i)}^2 \right)^{1/2} \left( \sum_{i=1}^{N(\epsilon)} \left\| \frac{\partial u_0}{\partial \nu} \right\|_{L_2(\partial B_i)}^2 \right)^{1/2}
\]

\[
+ \sum_{i=1}^{N(\epsilon)} \|\nabla u_0\|_{L_2(B_i)}^2 + \left( \sum_{i=1}^{N(\epsilon)} \|u_0\|_{L_2(B_i)}^2 \right)^{1/2} \left( \sum_{i=1}^{N(\epsilon)} \|\Delta u_0\|_{L_2(B_i)}^2 \right)^{1/2}
\]

\[
+ \sum_{i=1}^{N(\epsilon)} \left( \|Y^i_\epsilon - Z^i_\epsilon\|_{L_2(B_i)}^2 + \|u_0 \nabla y_\epsilon (Y^i_\epsilon - Z^i_\epsilon) \nabla \chi_\epsilon^2\|_{L_2(\Omega)}^2 \right)
\]

\[
\leq C \|u_0\|_{W^2_2(\Omega)}^2 \leq C \|f\|_{L_2(\Omega)}^2.
\]

It follows that \( u_0 W_\epsilon \in W^1_2(\Omega) \) and estimate (3.10) holds true. The proof is complete. \( \square \)
We denote \( \varphi_\varepsilon := u_\varepsilon - (1 - W_\varepsilon)u_0 \). By the last lemma and the definition of function \( W_\varepsilon \) we obtain \( \varphi_\varepsilon \in W^1_2(\Omega, \omega_\varepsilon) \). For the resolvents of operators \( \mathcal{H}_\varepsilon \) and \( \mathcal{H}_0 \) we write the corresponding integral identities choosing \( \varphi_\varepsilon \) as the test-function

\[
\mathbf{h}_\varepsilon(u_\varepsilon, \varphi_\varepsilon) - \lambda(u_\varepsilon, \varphi_\varepsilon)_{L_2(\Omega)} = (f, \varphi_\varepsilon)_{L_2(\Omega)}, \quad \mathbf{h}_0(u_0, \varphi_\varepsilon) - \lambda(u_0, \varphi_\varepsilon)_{L_2(\Omega)} = (f, \varphi_\varepsilon)_{L_2(\Omega)}.
\]

Let us calculate the difference of these identities:

\[
0 = \mathbf{h}_\varepsilon(u_\varepsilon - u_0, \varphi_\varepsilon) - \lambda(u_\varepsilon - u_0, \varphi_\varepsilon)_{L_2(\Omega)} + (K u_0, \varphi_\varepsilon)_{L_2(\Omega)}
\]

\[
= \mathbf{h}_\varepsilon(\varphi_\varepsilon, \varphi_\varepsilon) - \lambda\|\varphi_\varepsilon\|^2_{L_2(\Omega)} - \mathbf{h}_\varepsilon(W_\varepsilon u_0, \varphi_\varepsilon) + \lambda(u_0, \varphi_\varepsilon W_\varepsilon)_{L_2(\Omega)} + (K u_0, \varphi_\varepsilon)_{L_2(\Omega)}.
\]

It implies the integral identity for function \( \varphi_\varepsilon \):

\[
\mathbf{h}_\varepsilon(\varphi_\varepsilon, \varphi_\varepsilon) - \lambda\|\varphi_\varepsilon\|^2_{L_2(\Omega)} = g_\varepsilon(W_\varepsilon u_0, \varphi_\varepsilon) + (K u_0, \varphi_\varepsilon)_{L_2(\Omega)}, \tag{3.12}
\]

where we denote

\[
g_\varepsilon(W_\varepsilon u_0, \varphi_\varepsilon) := K_1^\varepsilon + K_2^\varepsilon,
\]

\[
K_1^\varepsilon := \sum_{i=1}^{N(e)} (A_i^\varepsilon u_0 \nabla W_\varepsilon, \nabla \varphi_\varepsilon)_{L_2(B_i^\varepsilon)},
\]

\[
K_2^\varepsilon := \sum_{i=1}^{N(e)} (A - A_i^\varepsilon)u_0 \nabla W_\varepsilon, \nabla \varphi_\varepsilon)_{L_2(B_i^\varepsilon)} - \sum_{j=1}^{n} \left( A_j^\varepsilon u_0 \frac{\partial W_\varepsilon}{\partial x_j}, \varphi_\varepsilon \right)_{L_2(B_i^\varepsilon)}
\]

\[
+ (A W_\varepsilon \nabla u_0, \nabla \varphi_\varepsilon)_{L_2(B_i^\varepsilon)} + \sum_{j=1}^{n} \left( A_j \nabla W_\varepsilon \nabla u_0, \varphi_\varepsilon \right)_{L_2(B_i^\varepsilon)}
\]

\[
- \lambda(u_0, \varphi_\varepsilon W_\varepsilon)_{L_2(B_i^\varepsilon)} + (A_0 W_\varepsilon u_0, \varphi_\varepsilon)_{L_2(B_i^\varepsilon)} + \sum_{j=1}^{n} \left( W_\varepsilon u_0, A_j \frac{\partial \varphi_\varepsilon}{\partial x_j} \right)_{L_2(B_i^\varepsilon)}.
\]

Our next step is to estimate the right hand side in (3.12) and to obtain the estimate for \( \varphi_\varepsilon \), and then to estimate the norm of function \( u_\varepsilon - u_0 \).

We first estimate \( K_2^\varepsilon \). By the definition of function \( W_\varepsilon \), Lemmata 3.2, 3.3, 3.4 and inequality

\[
|A_{ij}(x) - A_{ij}(M_\varepsilon)| \leq C\varepsilon \quad \text{in} \quad B_i^\varepsilon,
\]

we get

\[
|K_2^\varepsilon| \leq C \left[ \varepsilon \left( \sum_{i=1}^{N(e)} \|u_0 \nabla W_\varepsilon\|_{L_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(e)} \|\varphi_\varepsilon\|_{W^1_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} \right.
\]

\[
+ \left( \sum_{i=1}^{N(e)} \|u_0 \nabla W_\varepsilon\|_{L_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(e)} \|\varphi_\varepsilon\|_{W^1_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} + \left( \sum_{i=1}^{N(e)} \|W_\varepsilon u_0\|_{L_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(e)} \|\varphi_\varepsilon\|_{W^1_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}}
\]

\[
\left. + \left( \sum_{i=1}^{N(e)} \|W_\varepsilon u_0\|_{L_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(e)} \|\varphi_\varepsilon\|_{W^1_2(B_i^\varepsilon)}^2 \right)^{\frac{1}{2}} \right] \leq C\varepsilon^{\frac{1}{2}} \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W^1_2(\Omega)}.
\]

We denote \( \Gamma_i := \partial B_i^\varepsilon \cap \partial \Omega, \quad S_i := \partial B_i^\varepsilon \setminus \partial \Omega \). Employing the definition of function \( W_\varepsilon \), we integrate by parts as follows:

\[
K_1^\varepsilon = K_{1,1}^\varepsilon + K_{1,2}^\varepsilon + K_{1,3}^\varepsilon,
\]
Let us estimate \( K_{2,1}^\varepsilon \). In accordance with the definition of function \( W_\varepsilon \), Lemmata 3.2, 3.3 and 3.4 and inequality (3.4), we get:

\[
|K_{2,1}^\varepsilon| \leq C \left( \sum_{i=1}^{N(\varepsilon)} \|W_\varepsilon \nabla u_0\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(\varepsilon)} \|\nabla \varphi_\varepsilon\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} + \left( \sum_{i=1}^{N(\varepsilon)} \|u_0\|^2_{W_2^2(B_i^\varepsilon)} \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(\varepsilon)} \|\varphi_\varepsilon\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} \leq C\varepsilon \frac{1}{2} \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_{3/2}^2(\Omega)}.
\]

We rewrite \( K_{1,1}^\varepsilon \) and \( K_{1,2}^\varepsilon \) in local variables \( y^i \). Since \( \nabla = J_1 \nabla y^i \), in accordance with the definition of function \( W_\varepsilon \), the inequalities in (3.2), Lemmata 3.2, 3.3 and 3.4, inequality (3.4) and the boundedness of Jacobians, we arrive at the estimate for \( K_{1,2}^\varepsilon \):

\[
|K_{1,2}^\varepsilon| \leq C \left( \sum_{i=1}^{N(\varepsilon)} \|(Y^i_\varepsilon - Z^i_\varepsilon) u_0 \Delta y^i \chi_2\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(\varepsilon)} \|\varphi_\varepsilon\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} + \left( \sum_{i=1}^{N(\varepsilon)} \|u_0 \nabla y^i (Y^i_\varepsilon - Z^i_\varepsilon) \nabla y^i \chi_2\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N(\varepsilon)} \|\varphi_\varepsilon\|^2_{L_2(B_i^\varepsilon)} \right)^{\frac{1}{2}} 
\leq C\varepsilon \frac{1}{2} \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_{3/2}^2(\Omega)}.
\]

Let us estimate \( K_{2,2}^\varepsilon \). By analogy with the proof of Lemma 3.4 in [14], using the definition of function \( W_\varepsilon \), Lemmata 3.2, 3.3, 3.4 and inequality (3.4), we obtain

\[
|K_{2,2}^\varepsilon| \leq C\varepsilon \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_{3/2}^2(\Omega)}.
\]

Let \( \xi \) be Cartesian coordinates in \( \mathbb{R}^n \), \( \Sigma := \{ \xi : |\xi| < R_3, \xi_n > 0 \} \), \( S^1 := \partial \Sigma \setminus \{ \xi : \xi_n = 0 \} \), \( \Gamma^1 := \partial \Sigma \cap \{ \xi : \xi_n = 0 \} \). We introduce the problem

\[
\Delta_\varepsilon V = 0, \quad \xi \in \Sigma, \quad \frac{\partial V}{\partial \nu} = 1, \quad \xi \in S^1, \quad \frac{\partial V}{\partial \nu} = G_n, \quad \xi \in \Gamma^1,
\]

where \( \nu \) is the outward normal for \( \partial \Sigma \) and constant \( G_n \) was introduced in the previous section. The solution to this problem exists and belongs to \( W_{3/2}^2(\Sigma) \). Function \( V \) and its first derivatives are uniformly bounded for all \( \xi \in \Sigma \). In the vicinity of each point \( M_\varepsilon^i \) we introduce rescaled
coordinates $\xi^i$ by the rule $\xi^i = y^i \varepsilon^{-1}$. We denote $\Sigma_\varepsilon := \{y^i : \xi^i \in \Sigma\}$, $V_\varepsilon(y^i) := V(\xi^i)$, $S_\varepsilon := \partial \Sigma_\varepsilon \setminus \{y^i : \xi^i = 0\}$, $\Gamma_\varepsilon := \partial \Sigma_\varepsilon \cap \{y^i : \xi^i = 0\}$.

We integrate by parts as follows:

$$0 = -N_0^2 K_0 \varepsilon \int_{B^c_\varepsilon} u_0 \varphi_\varepsilon \Delta_{y^i} V_\varepsilon^i dy^i = -N_0^2 K_0 (u_0, \varphi_\varepsilon)_{L_2(S^c_\varepsilon)}$$

$$- N_0^2 G_n K_0 (u_0, \varphi_\varepsilon)_{L_2(\Gamma^c_\varepsilon)} + N_0^2 K_0 \varepsilon \int_{B^c_\varepsilon} \nabla_{y^i} V_\varepsilon^i \nabla_{y^i} u_0 \varphi_\varepsilon dy^i.$$

We denote

$$K_{1,4}^\varepsilon := K_{1,1}^\varepsilon - \sum_{i=1}^{N(\varepsilon)} N_0^i K_0 (u_0, \varphi_\varepsilon)_{L_2(S^c_\varepsilon)},$$

$$K_{1,5}^\varepsilon := \sum_{i=1}^{N(\varepsilon)} N_0^i K_0 \varepsilon (\nabla_{y^i} V_\varepsilon^i, \nabla_{y^i} u_0 \varphi_\varepsilon)_{L_2(\tilde{B}^c_\varepsilon)},$$

$$K_{3}^\varepsilon := (K u_0, \varphi_\varepsilon)_{L_2(\Gamma)} - \sum_{i=1}^{N(\varepsilon)} N_0^i G_n K_0 (u_0, \varphi_\varepsilon)_{L_2(\Gamma^c_\varepsilon)}.$$

We write the estimate for $K_{1,4}^\varepsilon$ and $K_{1,5}^\varepsilon$. Passing to variables $x$ in integrals $K_{1,4}^\varepsilon$ and $K_{1,5}^\varepsilon$, in accordance with the definition of functions $W_\varepsilon$, $V_\varepsilon^i$, inequalities in (3.2), Lemmata 3.2, 3.3 and 3.4, inequality (3.4) and the boundedness of Jacobians we obtain

$$|K_{1,4}^\varepsilon| \leq C \left( \frac{\eta^{n-2}}{\varepsilon} - K_0 \right) \left( \sum_{i=1}^{N(\varepsilon)} \|u_0\|_{L_2(\partial B)}^2 \right) \left( \sum_{i=1}^{N(\varepsilon)} \|\varphi_\varepsilon\|_{L_2(\partial B)}^2 \right) \leq C \mu \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_0^1(\Omega)},$$

$$|K_{1,5}^\varepsilon| \leq C \left( \sum_{i=1}^{N(\varepsilon)} \|\nabla u_0\|_{L_2(B)}^2 \right) \left( \sum_{i=1}^{N(\varepsilon)} \|\varphi_\varepsilon\|_{L_2(B)}^2 \right)$$

$$+ \left( \sum_{i=1}^{N(\varepsilon)} \|u_0\|_{L_2(B)}^2 \right) \left( \sum_{i=1}^{N(\varepsilon)} \|
abla \varphi_\varepsilon\|_{L_2(B)}^2 \right)^{1/2}$$

$$\leq C \left( \varepsilon + \varepsilon^2 \right) \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_0^1(\Omega)} \leq C \varepsilon \frac{1}{2} \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_0^1(\Omega)}.$$

Then by the obtained estimates for $K_{1,1}^\varepsilon$, $K_{1,2}^\varepsilon$, $K_{1,3}^\varepsilon$, $K_{1,4}^\varepsilon$, $K_{1,5}^\varepsilon$, $K_{2,1}^\varepsilon$, $K_{2,2}^\varepsilon$, we get the estimate for $K_{1}^\varepsilon$:

$$|K_{1}^\varepsilon| \leq C \left( \varepsilon \frac{1}{2} + \mu \right) \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_0^1(\Omega)}.$$

Let us estimate $K_3^\varepsilon$.

**Lemma 3.5.** The inequality

$$|K_3^\varepsilon| \leq C K(\varepsilon) \|f\|_{L_2(\Omega)} \|\varphi_\varepsilon\|_{W_0^1(\Omega)}$$

holds true, where constant $C$ is independent of $\varepsilon$, $f$ and $\varphi_\varepsilon$.

**Proof.** We choose arbitrary point $M^1$ on boundary $\Gamma$. In the vicinity of this point we introduce orthogonal coordinates $s^i = (s_1^i, \ldots, s_{n-1}^i)$. Then we choose a point $M^2 \in \Gamma$ so that it satisfies the condition $C_1 b < \min \{|M^2 - M^1| < C_2 b$, where $b > 0$, $C_i$ are positive constant. In the vicinity
of point $M^2$ we also introduce orthogonal coordinates $s^2 = (s_1^2, \ldots, s_{n-1}^2)$. Proceeding in the same way, we choose a set of points $M^p$ satisfying the condition $C_1 b < \min_{j \neq p} |M^j - M^p| < C_2 b$ and to introduce the associated orthogonal coordinates $s^p = (s_1^p, \ldots, s_{n-1}^p)$. We denote $Q_p := \{ x : 0 < s_i^p < b, \ i = 1, \ldots, n - 1, \ \tau = 0 \}$. By the boundedness of Jacobians we can choose $b > 0$ so that the inclusion $\bigcup_p Q_p \supset Y$ holds true.

We choose a partition of the unity $1 = \sum_p \tilde{\chi}_p(x)$ such that for each of functions $\tilde{\chi}_p$ the inequality $0 \leq \| \tilde{\chi}_p \|_{C^2(\text{supp } \tilde{\chi}_p)} \leq C$ holds, where constant $C$ is independent of $p$. We shall assume that the support of each cut-off functions is contained in cube $Q_p$. Let $\tilde{J}_p$ be the Jacobian of the passage from variables $x$ to variables $s^p$ satisfying the inequality $|\tilde{J}_p| \leq C$ in $Q_p$, where constant $C$ is independent of $p$. As the result of such change we make one-to-one correspondence between the boundary $Y$ and $\bigcup_p Q_p$. Each point $x \in \bigcup_p Q_p$ belongs to a finite amount of supports and this amount is bounded uniformly in $p$. We denote $\beta_\varepsilon := K - K_0 G_n \alpha_\varepsilon$. In accordance with the definition of function $\alpha_\varepsilon$ we obtain

$$K_3' = (\beta_\varepsilon u_0, \varphi_\varepsilon)_{L^2(Y)} = \sum_p \int_{\text{supp } \tilde{\chi}_p} \beta_\varepsilon \tilde{\chi}_p \tilde{J}_p u_0 \varphi_\varepsilon ds^p = \sum_p \int_{Q_p} \beta_\varepsilon \tilde{\chi}_p \tilde{J}_p u_0 \varphi_\varepsilon ds^p. \quad (3.13)$$

We expand function $\beta_\varepsilon$ into the Fourier series in $Q_p$:

$$\beta_\varepsilon(s^p) = \sum_{q \in \mathbb{Z}^{n-1}} C_q e^{2\pi i q \cdot s^p}, \quad \sum_{q \in \mathbb{Z}^{n-1}} |C_q|^2 \leq \| \beta_\varepsilon \|^2_{L^2(Q_p)} < \infty.$$  

We introduce the function $U_p(s^p, \tau) = -\sum_{q \neq 0} C_q e^{2\pi i q \cdot s^p - |q| \tau}$. It is easy to check that the series converges $W_2^1(\Sigma_p)$, $\Sigma_p := \{ z^p : 0 < \tau < a, \ s^p \in Q_p \}$, $z^p = (s^p, \tau), \ a > 0$ is an arbitrary constant. Function $U_p$ is the generalized solution to the boundary value problem

$$\Delta_z U_p = 0, \quad z^p \in \Sigma_p, \quad \frac{\partial U_p}{\partial \nu} = \tilde{\beta}_\varepsilon, \quad s^p \in Q_p,$$

subject to the homogeneous Neumann condition on the lateral sides of $\Sigma_p$. Here

$$\tilde{\beta}_\varepsilon := \beta_\varepsilon - \langle \beta_\varepsilon \rangle, \quad \langle \beta_\varepsilon \rangle := \frac{1}{|Q_p|} \int_{Q_p} \beta_\varepsilon ds. \quad (3.14)$$

Let $\chi_3$ be an infinitely differentiable cut-off function being equal to one as $\tau < \frac{a}{3}$ and vanishing as $\tau > \frac{a}{2}$. We integrate by parts

$$0 = -\int_{\Sigma_p} \tilde{\chi}_p \tilde{J}_p \chi_3 u_0 \varphi_\varepsilon \Delta_z U_p ds^p = -\int_{Q_p} \tilde{\chi}_p \tilde{J}_p u_0 \varphi_\varepsilon \frac{\partial U_p}{\partial \nu} ds^p + \int_{\Sigma_p} \nabla_{z^p} U_p \cdot \nabla_{z^p} \left( \tilde{\chi}_p \tilde{J}_p \chi_3 u_0 \varphi_\varepsilon \right) ds^p. \quad (3.15)$$

Let us estimate the norm of $\nabla_{z^p} U_p$ in $L^2(\Sigma_p)$:

$$\| \nabla_{z^p} U_p \|^2_{L^2(\Sigma_p)} = 2 \sum_{q \neq 0} |C_q|^2 \int_0^a e^{-2|q| \tau} d\tau \leq C \sum_{q \neq 0} \frac{|C_q|^2}{|q|}.$$
In accordance with the definition of functions \( U_p \), the identities in (3.14), the last inequality, (3.13), (3.16) and the boundedness of Jacobians we get

\[
|K_3^\varepsilon| \leq C\|u_0\|_{W^2_2(\Omega)}\|\varphi_{\varepsilon}\|_{W^2_2(\Omega)} \left( \left( \sum_{q \neq 0} \frac{|C_q|^2}{|q|} \right)^{\frac{1}{2}} + |\langle \beta, \varepsilon \rangle| \right)
\]

\[
\leq C \left( \sum_{q \in \mathbb{Z}^{n-1}} \frac{|C_q|^2}{|q| + 1} \right)^{\frac{1}{2}} \|u_0\|_{W^2_2(\Omega)}\|\varphi_{\varepsilon}\|_{W^2_2(\Omega)}.
\]

It remains to apply inequality (2.9) to complete the proof. \( \square \)

It follows from the obtained estimates for \( K_1^\varepsilon, K_2^\varepsilon \) and \( K_3^\varepsilon \) that

\[
|g_{\varepsilon}(W_\varepsilon u_0, \varphi_{\varepsilon}) + (Ku_0, \varphi_{\varepsilon})_{L_2(\Gamma)}| \leq C \left( \varepsilon^{\frac{1}{2}} + \mu + \kappa(\varepsilon) \right) \|f\|_{L_2(\Omega)}\|\varphi_{\varepsilon}\|_{W^2_2(\Omega)}.
\]

By Lemmata 3.2, 3.3 and 3.4 we have

\[
\|\varphi_{\varepsilon}\|^2_{W^2_2(\Omega)} \leq C \left( \varepsilon^{\frac{1}{2}} + \mu + \kappa(\varepsilon) \right) \|f\|_{L_2(\Omega)}\|\varphi_{\varepsilon}\|_{W^2_2(\Omega)},
\]

\[
\|\varphi_{\varepsilon}\|_{W^2_2(\Omega)} \leq C \left( \varepsilon^{\frac{1}{2}} + \mu + \kappa(\varepsilon) \right) \|f\|_{L_2(\Omega)}.
\]

By two last inequalities and the first inequality in Lemma 3.4 we obtain:

\[
\|u_{\varepsilon} - u_0\|_{L_2(\Omega)} \leq C \left( \varepsilon^{\frac{1}{2}} + \mu + \kappa(\varepsilon) \right) \|f\|_{L_2(\Omega)}.
\]

Together with (3.16) it completes the proof of the theorem.

We recall that in the proof we employed the assumption that \( \lambda \) has a non-zero imaginary part. For such \( \lambda \), as two last inequalities say, the resolvent of operator \( H^\varepsilon \) converge to the resolvent of operator \( H_0 \) as \( \varepsilon \to 0 \) in the operator norm. Then by such convergence, the spectrum of the perturbed operator converges to the spectrum of the limiting operator. Then by such convergence, the spectrum of the perturbed operator converges to the spectrum of the limiting operator. This is why, if \( \lambda \) belongs to compact set \( D \) and this compact set does not intersect with the spectrum of operator \( H_0 \), then \( \lambda \) is uniformly separated from the spectrum of operator \( H^\varepsilon \) for sufficiently small \( \varepsilon \). Then in accordance with [28, Ch. 5, Sect. 5.3, Ineq. (5.3)] estimate (3.6) holds true. In other estimate the fact that the imaginary part of \( \lambda \) was not used and this is they remain true. Theorem 2.1 is proven.

4. Formal construction of asymptotics

In the present section we prove 2.2. In what follows by \( \mathcal{L} \) we mean differential expression (2.4), while function \( u_{\varepsilon} \) will be treated as the solution to the boundary value problem

\[
(\mathcal{L} - \lambda) u_{\varepsilon} = f, \quad x \in \Omega,
\]

\[
u_{\varepsilon} = 0, \quad x \in \gamma_{\varepsilon}, \quad \left( \frac{\partial}{\partial \nu} + a \right) u_{\varepsilon} = 0, \quad x \in \Gamma_{\varepsilon} \cup \Xi.
\]

In this part of the work we make only formal construction for the solution to this problem. The justification of the asymptotics is made by analogy with the justification of the asymptotics made in \([14, \text{Sect. 7}].\)

We work \([14]\), the asymptotics to the solution of problem (4.1), (4.2) was constructed as (2.15). In our case the structure of series (2.16), (2.17), (2.18) is different. Namely, in \([14]\), each of these infinite series was power in \( \varepsilon, \eta, \frac{\eta^{n-2}}{\varepsilon} \) and \( \ln \eta \), while in our case it is power only in \( \varepsilon, \eta \) and \( \ln \eta \). Moreover, in the present work each of the coefficients in these series depend on parameter \( \mu \). Of course, we can let \( \varepsilon = \eta^{n-2} \) in the asymptotic series in \([14, \text{Thm. 2.2}].\)
which, as it was said, were power in $\frac{\eta^{n-2}}{\varepsilon}$. As a result, we shall have infinite series, in which the quotient $\frac{\eta^{n-2}}{\varepsilon}$ is constant, and then we can apply the obtained series for our case. However, these series are no more asymptotic. This is why we shall construct the asymptotics of the solution to problem (4.1), (4.2) as (2.16), (2.17), (2.18).

We construct the formal asymptotic expansion for the solution of problem (4.1), (4.2) on the basis of boundary layer method [30], the multiscale method [31] and the method of matching asymptotic expansions [32]. Outside small neighbourhoods of boundary layer, we shall employ the boundary layer method and the multiscale method. These series are no more asymptotic. This is why we shall construct the asymptotics of the function $\gamma$, which, as it was said, were power in $\eta$ in the quotient $\frac{\eta^{n-2}}{\varepsilon}$. Outside small neighbourhoods of boundary layer, we shall employ the boundary layer method and the multiscale method. These series are no more asymptotic. This is why we shall construct the asymptotics of the function $\gamma$, which, as it was said, were power in $\eta$ in the quotient $\frac{\eta^{n-2}}{\varepsilon}$.

We shall make the change $\gamma$ on the basis of boundary layer method and the multiscale method. Later while constructing the internal expansion.

The boundary conditions on $\gamma$ for the coefficients of the external expansion will be determined as (2.18). The aim of the formal construction is to determined functions $u_{\gamma, q_\xi, q_\eta, q_l}$, $u_{\gamma, q_\xi, q_\eta, q_l}$ and $w_{\gamma, q_\xi, q_\eta, q_l}$.

Although the structure of the series in [14], Thm. 2.2 differs from ours, the problems for the coefficients of the boundary layer, external and internal expansions will be similar to the corresponding problems in Sections 4, 5 and 6 in [14]. This is why in this part of the work we write out only the problems for the coefficients. The solvability of these problems can be proved in the same way as in [14]. All the lemmata in this part of the work will be given without the proofs. They can be proved in the same way as in [14].

We begin with the external expansion. Substituting expansion (2.16) into (4.1), (4.2) and equating the coefficients at the like powers of $\varepsilon$, $\eta$ and $\ln \eta$, we obtain the equations for the coefficients of the external expansion:

$$ (\mathcal{L} - \lambda) u_{0,0,0} = f, \quad x \in \Omega, $$

$$ (\mathcal{L} - \lambda) u_{0, q_\xi, q_\eta, q_l} = 0, \quad x \in \Omega, \quad (q_\xi, q_\eta, q_l) \neq (0, 0, 0), $$

as well as the boundary conditions for $u_{q_\xi, q_\eta, q_l}$:

$$ \left( \frac{\partial}{\partial \nu} + a \right) u_{q_\xi, q_\eta, q_l} = 0, \quad x \in \Xi. $$

The boundary conditions on $\gamma$ for the coefficients of the external expansion will be determined later while constructing the internal expansion.

We expand coefficients $A_{ij}(x)$, $A_j(x)$ and $A_0(x)$ into the Taylor series as $x_n \to 0$, and then we shall make the change $x_n = \varepsilon \xi_n$:

$$ A_{ij}(x) = \sum_{k=0}^{\infty} x_n^k \frac{\partial^k A_{ij}}{\partial x_n^k} (x', 0), \quad A_j(x) = \sum_{k=0}^{\infty} x_n^k \frac{\partial^k A_j}{\partial x_n^k} (x', 0) = \delta_{ij} + \sum_{k=1}^{\infty} (\varepsilon \xi_n)^k \frac{\partial^k A_{ij}}{\partial x_n^k} (x', 0), \quad p = 0, \ldots, n, $$

$$ A_p(x) = \sum_{k=0}^{\infty} x_n^k \frac{\partial^k A_p}{\partial x_n^k} (x', 0) = \sum_{k=0}^{\infty} (\varepsilon \xi_n)^k \frac{\partial^k A_p}{\partial x_n^k} (x', 0), \quad p = 0, \ldots, n, $$
where $\delta_{ij}$ is the Kronecker delta. The convergence of these series is not assumed, the series are treated as asymptotic ones.

Following the boundary layer method, we postulate that the sum of functions $u_{\varepsilon}^{\text{ex}}$ and $u_{\varepsilon}^{\text{bl}}$ satisfies required homogeneous condition everywhere on $\Upsilon$ except points $M_{\varepsilon}^k$:

$$
\left( \frac{\partial}{\partial \nu} + a \right) \left( u_{\varepsilon}^{\text{ex}} + u_{\varepsilon}^{\text{bl}} \right) = 0, \quad x \in \mathbb{R}^{n-1}, \quad x \neq M_{\varepsilon}^k.
$$

We substitute (4.6), (4.7) into (4.2), rewrite the second term of the last identity in variables $\xi$, replace functions $u_{\varepsilon}^{\text{ex}}$ and $u_{\varepsilon}^{\text{bl}}$ by the right hand sides of identities (2.10) and (2.17), respectively. In the obtained formula we calculate the coefficients at the like powers of $\varepsilon$, $\eta$ and $\ln \eta$ and equate these coefficients with zero. As the result we obtain the boundary conditions for functions $v_{q_i,q_n,q_l}$:

$$
\frac{\partial v_{q_i,q_n,q_l}}{\partial \xi_n} = \Psi_{q_i-1,q_n,q_l}, \quad \xi \in \mathbb{R}^{n-1}, \quad \xi \neq M_{\varepsilon}^k, \quad (4.8)
$$

$$
\Psi_{q_i,q_n,q_l} := \Psi_{q_i,q_n,q_l}(x', \mu) = \left( \frac{\partial}{\partial \nu} + a \right) u_{q_i,q_n,q_l} \bigg|_{x_n=0}, \quad (4.9)
$$

$M_{\varepsilon}^k$ are the images of points $M_{\varepsilon}^k$ under the mapping $x \mapsto \varepsilon^{-1} \xi$ and these points are of the form $M_{\varepsilon}^k = (a_1 k_1, \ldots, a_{n-1} k_{n-1})$.

We substitute expansion (2.17) and series (4.6), (4.7) into equation (4.1), pass to variables $\xi$ and in the obtained identity we write out the terms with the like powers of $\varepsilon$, $\eta$ and $\ln \eta$. Then for functions $v_{q_i,q_n,q_l}$ we obtain the equation

$$
\Delta_{\xi} v_{q_i,q_n,q_l} = F_{q_i,q_n,q_l}, \quad \xi_n > 0, \quad (4.10)
$$

$$
F_{q_i,q_n,q_l} := \sum_{l=1}^{q_i-1} \sum_{i,j=1}^{n} \left[ \left( 2\xi_{n}^{-1} A_{ij}^{l,0} \frac{\partial^2}{\partial \xi_i \partial \xi_j} - \xi_{n}^{l-1} B_{ij}^{l-1} \frac{\partial}{\partial \xi_j} \right) u_{q_i-l,q_n,q_l} 
\right.
\right.
\left. + \xi_{n}^{l-1} \left( 2A_{ij}^{l,0} \left( \xi_{n} \frac{\partial}{\partial \xi_i} - \frac{\partial^2}{\partial \xi_j \partial \xi_i} \right) \right) + B_{ij}^{l} \left( \rho - \frac{\partial}{\partial \xi_j} \right) + A_{ij}^{l,0} \right. 
\left. + \left( \xi_{n}^{-1} \left( B_{ij}^{l-1} \frac{\partial}{\partial \xi_j} + A_{ij}^{l,0} \left( \rho^2 - 2 \frac{\partial}{\partial \xi_j} \right) \right) - 2\xi_{n}^{l-1} B_{ij}^{l,0} \frac{\partial}{\partial \xi_j} \right) u_{q_i-(l+1),q_n,q_l} 
\right.
\left. - 2\xi_{n}^{l} A_{ij}^{l,0} \left( \frac{\partial}{\partial \xi_j} + \xi_{n} \left( \frac{\partial^2}{\partial \xi_j \partial \xi_j} + \frac{\partial}{\partial \xi_j} \frac{\partial}{\partial \xi_j} \right) \right) u_{q_i-(l+2),q_n,q_l} 
\right.
\left. + \left( \xi_{n}^{l+2} A_{ij}^{l,0} \frac{\partial}{\partial \xi_j} \frac{\partial}{\partial \xi_j} \right) u_{q_i-(l+4),q_n,q_l} + \left( 2\rho \frac{\partial}{\partial \xi_n} - \frac{\partial^2}{\partial \xi_j \partial \xi_j} \right) u_{q_i-1,q_n,q_l} 
\right.
\left. + \left( \rho^2 + \frac{\partial}{\partial \xi_j} - \xi_{n} \frac{\partial}{\partial \xi_j} \frac{\partial}{\partial \xi_j} + \lambda \right) u_{q_i-2,q_n,q_l} + \xi_{n} \left( \frac{\partial^2}{\partial \xi_j \partial \xi_j} + 2 \frac{\partial}{\partial \xi_j} \right) u_{q_i-3,q_n,q_l} 
\right.
\left. + \left( \xi_{n} \frac{\partial}{\partial \xi_j} \right)^2 u_{q_i-4,q_n,q_l} \right],
$$

$$
A_q := \frac{\partial^2}{\partial x_n} A_q, \quad A_{ij}^{l,p} := \frac{\partial^2}{\partial x_i^p \partial x_j^p}, \quad A_{ij}^{l,0} := A_{ij}^{l,0} - \overline{A}_{ij}^{l+1}, \quad B_{ij}^{l} := A_{ij}^{l} - \overline{A}_{ij}^{l} - A_{ij}^{l,1}, \quad p = 0, 1, \quad q \geq 0.
$$

Here the derivatives of coefficients $A_{ij}$ and $A_q$ are taken at points $(x', 0)$.

Thus, for functions $v_{q_i,q_n,q_l}$, we obtain problems (4.8), (4.10) with a periodic structure in variables $\xi'$. In accordance with boundary layer method, these functions are to be exponentially decaying as $\xi_n \to +\infty$. In constructing the boundary layer, we shall also employ the multiscale method. In addition we shall assume that functions $v_{q_i,q_n,q_l}$ are $\Box$-periodic in variables $\xi'$, where
\( \Box := \{ \xi : -\frac{a}{T} < \xi, \xi_n = 0 \} \). Then the original boundary value problem is reduced to the problem in \( \Pi = \{ \xi : -\frac{a}{T} < \xi < \frac{a}{T}, \xi_n > 0 \} \) with periodic boundary conditions on the lateral sides of \( \Pi \). Hereinafter, the solutions to the problems considered in \( \Pi \) will be assumed to satisfy periodic boundary conditions on the lateral sides of \( \Pi \).

We denote: \( \Box := \{ \xi : -\frac{a}{T} < \xi < \frac{a}{T}, \xi_n = 0 \} \setminus \{0\} \). We treat the solutions to boundary value problem (1.8), (1.10) in the generalized sense. Namely, the solution are functions in space \( W^1_2(\Pi) \) satisfying the integral identity

\[ -(\nabla_\xi v_{q_0,q_1}, \nabla_\xi \varpi)_{L^2(\Pi)} + (\Psi_{q_1-1,q_1}, \varpi)_{L^2(\Box)} = (F_{q_1,q_1}, \varpi)_{L^2(\Pi)} \]

for all functions \( \varpi \in C^\infty(\Pi_R) \), where \( \Pi_R = \{ \xi : -\frac{a}{T} < \xi < \frac{a}{T}, 0 < \xi_n < R \} \), \( R = \text{const} > 0 \), functions \( \varpi \) should vanish as \( \xi_n > R \) and satisfy periodic boundary conditions on the lateral sides of \( \Pi \).

In order to solve problems (1.8), (1.10) subject to periodic boundary conditions on the lateral sides of \( \Pi \), we introduce the auxiliary problem

\[ \Delta_\xi X = 0, \quad \xi \in \Pi, \quad \frac{\partial X}{\partial \xi_n} = 1, \quad \xi \in \Box. \quad (4.11) \]

The solution to this problem exists, it is unique, satisfies periodic boundary conditions on the lateral sides of \( \Pi \) and decays exponentially as \( \xi_n \to +\infty \) (see [14] Lm. 5.2). In a small neighbourhood of zero, the identity \( X = T_0|\xi|^{-n+2} + \tilde{X} \) holds true, where constant \( T_0 \), we recall, has the form \( T_0 := -\frac{|\Box|}{|C_n|} \), while \( \tilde{X} \) is an infinitely differentiable function in the same neighbourhood.

We introduce spherical coordinates \( (r, \theta) \), where \( r = |\xi| \), and \( \theta \) are coordinates on the unit half-sphere in \( \mathbb{R}^n \). We denote \( \Delta_\theta^N \) the Laplace-Beltrami operator on the unit \((n-1)\)-dimensional half-sphere \( S^{n-1}_1 \) located in the half-space \( \{ \xi : \xi_n > 0 \} \) subject to Neumann condition on the edge of the sphere.

By [33] Ch. 5, Sect. 2], the eigenvalues of operator \( \Delta_\theta^N \) are numbers \( s(s + n - 2) \), where \( s \) is an integer positive number. These eigenvalues are simple. We denote by \( Y_s(\theta) \) the eigenvalues of operator \( \Delta_\theta^N \) corresponding to the eigenvalues of \( s(s + n - 2) \). These eigenfunctions are chosen orthonormalized in \( L^2(S^{n-1}_1) \).

In accordance with [33] Ch. 5, Sect. 2], function \( Y_s(\theta) (|\xi|^{-n+2-s} + |\xi|^s) \) is the solution to the Laplace equation in the small neighbourhood of zero, satisfying Neumann condition on the boundary of this neighbourhood as \( \xi_n = 0 \). In [14], the following Lemma 5.3 was proved.

**Lemma 4.1.** There exist functions \( X_s \) being solutions to the problem

\[ \Delta X_s = 0, \quad \xi \in \Pi, \quad \frac{\partial X_s}{\partial \xi_n} = 0, \quad \xi \in \Box, \]

satisfying periodic boundary conditions on the lateral sides of \( \Pi \), having the asymptotics

\[ X_s(\xi) = Y_s(\theta) (|\xi|^{-n+2-s} + |\xi|^s) + \sum_{\alpha \in \mathbb{Z}_+^n} G_\alpha \xi^\alpha \]

in the small neighbourhood of zero, where \( s \geq 0 \), \( \xi^\alpha := \xi_1^{\alpha_1} \xi_2^{\alpha_2} \cdots \xi_n^{\alpha_n} \), and \( G_\alpha \) are some constants.

As it was said, the solvability of problems (1.8), (1.10) with periodic boundary conditions on the lateral sides of \( \Pi \) can be prove in the same way as in Sections 4 and 5 in [14]. By analogy with Section 5 in [14], one can also prove that tcoefficients \( v_{q_1,q_0,q_1} \) of the boundary layer are of
the form:

\[ v_{q_1, q_0, q_l}(x', \mu, \xi) = v_{q_1, q_0, q_l}^0(x', \mu, \xi) + \Psi_{q_1, q_0, q_l}(x', \mu) X(\xi) + \sum_{i=0}^{q_l-q_1-1} A_{i}^{q_1, q_0, q_l}(x', \mu) X_i(\xi). \]

Coefficients \( A_{i}^{q_1, q_0, q_l}(x', \mu) \) will be determined in what follows. The obtained solutions in a small neighbourhood of zero have the asymptotics:

\[ v_{q_1, q_0, q_l}(x', \mu, \xi) = \tilde{V}_{q_1, q_0, q_l}(x', \mu) T_0|\xi|^{-n+2} + B^{q_1, q_0, q_l}(x', \mu) + \sum_{i=0}^{\infty} Y_{2,i,0}^{q_1, q_0, q_l}(x', \mu, \theta) |\xi|^{i-\tilde{K}_i-i} \ln^{i}|\xi| \]

(4.12)

where \( \tilde{K}_j := 1 + q_e - j - q_l + \delta_{q_1, q_0}, \tilde{K}_q := 1 - \delta_{p, q}, \)

\[ B^{q_1, q_0, q_l}(x', \mu) := \Psi_{q_1, q_0, q_l}(x', \mu) \tilde{X}_0 + A^{q_1, q_0, q_l}(x', \mu), \]

\[ A^{q_1, q_0, q_l}(x', \mu) := G_0 \sum_{i=0}^{q_l-q_1-1} A_{i}^{q_1, q_0, q_l}(x', \mu). \]

(4.13)

Here \( \tilde{X}_0 \) is the leading coefficient in the Taylor series for function \( \tilde{X} \) in a small neighbourhood of zero.

**Remark 4.1.** Functions \( Y_{k,i,j}^{q_1, q_0, q_l}(x', \mu, \theta), q_e \geq 1, \) satisfy the identity

\[ Y_{k,i,j}^{q_1, q_0, q_l}(x', \mu, \theta) = \sum_{m=0}^{M_1} \psi_{m}^{q_1, q_0, q_l}(x', \mu) Y_{m,k,i,j}(\theta), \]

where \( \psi_{m}^{q_1, q_0, q_l} \) is a linear combination of functions \( v_{q_1, q_0, q_l} \) and the derivatives of these functions, \( M_1 \) is some number depending on the superscripts of functions \( \psi_{m}^{q_1, q_0, q_l} \), while \( Y_{m,k,i,j} \) are infinitely differentiable functions on half-sphere \( S_{1}^{n-1} \) satisfying Neumann condition on its edge. This fact for \( q_e > 2 \) will be checked while constructing the internal expansion and matching the asymptotics. In particular, for functions \( Y_{k,i,j}^{q_1, q_0, q_l}(x', \mu, \theta) \), this identity is implied by the asymptotics of functions \( v_{1,q_0,0} \) in a small neighbourhood and identity \( (4.10) \) for right hand sides \( F_{2,q_0, q_l} \).

**Remark 4.2.** While constructing boundary layer, we added some solutions of the homogeneous problem in Lemma \( [4.4] \) with arbitrary coefficients to functions \( v_{q_1, q_0, q_l} \). In accordance with Lemma \( [4.4] \) this problem has infinitely many solutions. At that, among the existing set of solutions, we added only the above mentioned. Our a priori choice of the added solutions is due to the conditions appearing in matching of internal and external expansions.
We denote: $\Gamma_0 := \{\xi : \xi_n = 0, \xi \neq M^k, k \in \mathbb{Z}^{n-1}\}$, $\Pi^\delta := \Pi \cap \{\xi : |\xi| > \delta\}$. Since the coefficients of boundary layer are $\square$-periodic in $\xi'$, the solutions to the considered problems in $\Pi$ are continued periodically for the whole half-space $\{\xi : \xi_n > 0\}$. By analogy with [13 Lm. 5.5] we prove

**Lemma 4.2.** Problems (4.8), (4.10) are solvable, functions $v_{q_n, q_l}, F_{q_n, q_l}$ can be represented as the sums

$$v_{q_n, q_l}(x', \mu, \xi) = \sum_{q=1}^{M^2_{q_n}} \varphi^q (x', \mu) v^q_{q_n, q_l}(\xi),$$

$$F_{q_n, q_l}(x', \mu, \xi) = \sum_{q=1}^{M^2_{q_n}} \psi^q (x', \mu) F^q_{q_n, q_l}(\xi),$$

where $M^2_{q_n}$ are some numbers, $\varphi^q, \psi^q, \eta^q$ are finite linear combinations of the traces of the coefficients of the external expansion and their derivatives, $v^q_{q_n, q_l} \in W_2^1(\Pi^\delta)$, $v^q_{q_n, q_l} \in C^\infty(\Gamma_0 \cup \{\xi : \xi_n > 0\})$, $F^q_{q_n, q_l} \in C^\infty(\Gamma_0 \cup \{\xi : \xi_n > 0\})$, $F^q_{q_n, q_l} \in L_2(\Pi^\delta)$. Here $\delta > 0$ is an arbitrary sufficiently small number.

Formal construction of boundary layer (2.17) is completed.

In view of the construction of the boundary layer functions, Lemma 4.1 and the definition of function $X$, these coefficients have a singularity at zero. Moreover, we recall that in accordance with the definition of functions $v_{q_n, q_l},$ the sum of the external expansion and boundary layer does not satisfy Dirichlet condition on $\gamma_e$. This is why following the method of matching asymptotics expansions, in the vicinities of points $M^k$ we construct the internal expansion. First, this expansion controls the required boundary conditions in the vicinity of $\gamma_e$, and second, it should be matched at infinity with previously constructed formal asymptotic solutions for the coefficients of the boundary layer in a small neighbourhood of points $M^k$. Since the functions of boundary layer are $\square$-periodic in variables $\xi'$, it is sufficient to match asymptotic expansion in the vicinity of zero. In the vicinities of points $M^k$ the internal expansion is constructed in the same way but in term of variables $\zeta^k = ((x' - M^k)(\varepsilon\eta)^{-1}, x_n(\varepsilon\eta)^{-1}).$

We expand the coefficients of the external expansion and function $e^{-\rho(x')x_n}$ in (2.17) into the Taylor series w.r.t. variable $x_n$ in a small neighbourhood of zero and then we make the change $x_n = \varepsilon \eta \zeta_n$:

$$e^{-\rho(x')x_n} u_{q_n, q_l}(x, \mu) = \sum_{i=0}^{\infty} (\varepsilon \eta \zeta_n)^i \sum_{j=0}^{i} \frac{(-\rho(x'))^{i-j}}{j!(i-j)!} \gamma^i_{q_n, q_l}(x', \mu),$$

where we denote

$$\gamma^i_{q_n, q_l} := \frac{\partial^i u_{q_n, q_l}}{\partial x_n^i}(x', 0). \quad (4.14)$$

It follows that

$$u_{q_n, q_l}(x, \mu) = e^{\rho(x')x_n} \sum_{i=0}^{\infty} (\varepsilon \eta \zeta_n)^i \sum_{j=0}^{i} \frac{(-\rho(x'))^{i-j}}{j!(i-j)!} \gamma^i_{q_n, q_l}(x', \mu, \eta). \quad (4.15)$$

We rewrite asymptotics (2.16) and (2.17) in variables $\zeta = \eta^{-1} \xi$:

$$u^e_{c} (x, \mu, \eta) + u^b_{c} (\xi, x', \eta, \mu) = e^{\rho(x')x_n} \sum_{q_n, q_l=0}^{\infty} Q_{q_n, q_l} \sum_{q_l=0}^{\infty} \varepsilon^{q_n \eta^{q_l} h_{n}^{q_l}} \eta \varphi_{q_n, q_l}(x', \mu, \zeta). \quad (4.16)$$
Here $\varphi_{0,q_0,0}$ and $\varphi_{q_0,0,0}$, $q_0, q > 0$ are introduced by the identities

\[
\varphi_{0,q_0,0}(x', \mu) = \gamma_{0,q_0,0}(x', \mu) + \rho_1 \left( (\Psi_{0,q_0,0}(x', \mu) T_0 + A_0^{1,q_0-1,0}(x', \mu)) |\zeta|^{-n+1} \right)
\]

\[
+ \sum_{i, \, j \in \{1, \ldots, \infty\}} Y^{q_0,1+1+1,0}_{1,1,0}(x', \mu, \theta) |\zeta|^{-n+1-i}.
\]

\[
\varphi_{q_0,0,0}(x', \mu) = \gamma_{q_0,0,0}(x', \mu) + \rho_1 \left( (\Psi_{q_0,0,0}(x', \mu) T_0 + A_0^{1,q_0-1,0}(x', \mu)) |\zeta|^{-n+1} \right)
\]

\[
+ \sum_{i, \, j \in \{1, \ldots, \infty\}} Y^{q_0+1,1+1+1,0}_{1,1,0}(x', \mu, \theta) |\zeta|^{-n+1-i}.
\]

where $\rho_1 := \frac{\varepsilon}{n^{n-2}}$, $\delta_{p,q} := 1 - \delta_{p,q}$. The formulae for other $\varphi_{q_0,q_0,q}$ are as follows:

\[
\varphi_{q_0,q_0,q}(x', \mu) = \sum_{i} \sum_{j} (-\rho(x'))^{i-j} j! (i-j)! (\gamma_{q_0-i,q_0-i,q}(x', \mu)) \zeta^i
\]

\[
+ \rho_1 \left( (\Psi_{q_0,q_0,q}(x', \mu) T_0 + A_0^{q_0+1,q_0-1,q}(x', \mu)) |\zeta|^{-n+1} \right)
\]

\[
+ \sum_{j} \sum_{i} Y^{q_0+1,q_0-1,q}(x', \mu, \theta) |\zeta|^{-n+1-i} \ln^{j} |\zeta|.
\]

where $Q_{q_0, q_0} := \min(q_0, q_0)$, $q_0, q_0, q_0 \geq 0$, $P_1$, $P_2$ are integer numbers depending on $n$, $\bar{K}_j := Q_{q_0, q_0} - j + 1 - q_0 + \delta_{q_0, q_0, q_0}$. By the method of matching asymptotic expansions and taking into consideration the coefficient $e^{\mu(x')x_n}$ in (4.18), the terms of the internal expansions have the following asymptotics at the infinity:

\[
w_{q_0,q_0,q} = \varphi_{q_0,q_0,q}, \quad \zeta \to \infty, \quad \zeta_n > 0.
\]

We introduce spherical coordinates $(\rho, \theta)$, where $\rho = |\zeta|$, and $\theta$ are coordinates in the unit half-sphere $S^{n-1}$. Then we rewrite functions $\varphi_{q_0,q_0,q}$ as

\[
\varphi_{q_0,q_0,q}(x', \mu) = T^{q_0,q_0,q}(x', \mu) + \rho_1 \left( (\Psi_{q_0,q_0,q}(x', \mu) T_0 + A_0^{q_0+1,q_0-1,q}(x', \mu)) |\zeta|^{-n+1} \right)
\]

\[
+ \sum_{j} \sum_{i} Y^{q_0+1,q_0-1,q}(x', \mu, \theta) |\zeta|^{-n+1-i} \ln^{j} |\zeta|.
\]

\[
+ \sum_{j} \sum_{i} Y^{q_0+1,q_0-1,q}(x', \mu, \theta) |\zeta|^{-n+1-i} \ln^{j} |\zeta|.
\]
where

\[ T_{q_k,q_n,q_l} := \gamma_{q_k,q_n,q_l}^0 + \rho B_{q_k,q_n,q_l} = \rho \left( A_{q_k,q_n,q_l}^0 + \Psi_{q_k,q_n,q_l} \tilde{X}_0 \right) + \gamma_{q_k,q_n,q_l}^0, \quad \theta := \tilde{\theta}_{q_k,0}. \]  

(4.21)

Here function \( \zeta \) vanishes as \( q_l = Q_{q_k,q_n} \neq 0 \) and is equal to one in other cases, while functions \( Y_{k,i,j}^{q_k,q_n,q_l} \) are defined by the identities

\[ Y_{4,i,j}^{q_k,q_n,q_l} := \frac{1}{\rho \varepsilon} Y_{q_k+1,q_n-1,i+1,j,q_l}^{q_k+1,q_n-1,i+1,j,q_l}, \quad Y_{5,i,j}^{q_k,q_n,q_l} := Y_{2,i,j}^{q_k,q_n-2-i,q_l}, \]  

(4.22)

Functions \( A_{q_k,q_n,q_l}^0 \) are defined in (4.13).

Now we write out the problems for the coefficients of the internal expansion. In order to do it, we expand function \( f \) into the Taylor series as \( x_n \to 0 \), make the change \( x_n = \varepsilon \eta \zeta_n \), substitute (2.18) into (4.1), (4.2) and equate the coefficients at the like powers of \( \varepsilon, \eta \) and \( \ln \eta \). As the result we obtain the equations and boundary conditions for functions \( w_{q_k,q_n,q_l} \):

\[ \Delta \zeta w_{q_k,q_n,q_l} = G_{q_k,q_n,q_l}, \quad \zeta \in S^+, \]

\[ w_{q_k,q_n,q_l} = 0, \quad \zeta \in \Gamma_1, \quad \frac{\partial w_{q_k,q_n,q_l}}{\partial \zeta_n} = 0, \quad \zeta \in \Gamma_2. \]  

(4.23)

Here \( S^+ = \{ \zeta : \zeta_n > 0 \}, \Gamma_1 = \{ \zeta \in \mathbb{R}^n : \zeta' \in \gamma, \zeta_n = 0 \}, \Gamma_2 = \{ \zeta : \zeta_n = 0 \}\backslash \Gamma_1 \).

The derivatives of coefficients \( A_{ij} \) and \( A_j \) as well as the derivatives of function \( f \) are taken at points \((x',0)\). Thus, functions \( w_{q_k,q_n,q_l} \) of internal expansion are solutions to problems (4.23), (4.19). In order to study the solvability of these problems, we shall need auxiliary statements.

We recall that functions \( Y_n(\theta) \) were introduced in the previous section as eigenfunctions of operator \( \Delta^N \) associated with the eigenvalues \( s(s+n-2) \). In accordance with [33] Ch. 5, Sect. 2, function \( Y_n(\theta) (|\zeta|^s + |\zeta|^{-n+2-s}) \) is the solution to Laplace equation at the infinity. In work [14], the following lemma was proven (see Lemma 6.2 in this work).

**Lemma 4.3.** There exist functions \( \Psi_s \) solving the problems

\[ \Delta \Psi_s = 0, \quad \zeta \in S^+, \quad \Psi_s = 0, \quad \zeta \in \Gamma_1, \quad \frac{\partial \Psi_s}{\partial \zeta_n} = 0, \quad \zeta \in \Gamma_2, \]  

\[ (4.24) \]
having the asymptotics

\[ \Psi_s(\zeta) = Y_s(\theta) (|\zeta|^s + |\zeta|^{-n+2-s}) + \sum_{\alpha \in \mathbb{Z}^n_+} U_\alpha \zeta^\alpha |\zeta|^{-2|\alpha|-n+2} \]

as \( \zeta \to \infty \), where \( s \geq 0 \), \( U_\alpha \) are some constants.

To solve problems (4.23), we shall make use of problem (2.6). In problem (2.6), as set \( \omega^{(i)} \) we take \( \Gamma_1 \) and we denote by \( Y \) the solution of such changed problem (2.6). In accordance with [14 Lm. 5.4], the solution to this problem exists, unique and has the asymptotics

\[ Y(\zeta) = \sum_{\alpha \in \mathbb{Z}^n_+} N_\alpha \zeta^\alpha |\zeta|^{-2|\alpha|-n+2} \]  
(4.24)

as \( \zeta \to \infty \), where \( N_\alpha \) are some constants. We shall also need the asymptotics of function \( Y(\zeta) \)

\[ Y(\zeta) = N_0 |\zeta|^{-n+2} + \sum_{i=0}^{\infty} \tilde{Z}_{1,i,0}(\theta) |\zeta|^{-n+1-i} \]

at infinity. Here \( \tilde{Z}_{k,i,0} \) are infinitely differentiable functions on the unit half-sphere \( S_1^{n-1} \) satisfying Neumann condition on its edge. The convergence of this series is not assumed, the series is treated as an asymptotic one.

Solvability of problems (4.23), (4.20) can be proved by analogy with Section 6 in [14]. Then in the same way as in Section 6 in [14], one can show that coefficients \( w_{q_i,q_{ni,q_i}} \) of internal expansion are of the form:

\[ w_{q_i,q_{ni,q_i}}(x', \mu, \zeta) = T^{q_i,q_{ni,q_i}}(x', \mu)(1 - Y(\zeta)) + \delta_{q_i,0} \left( \sum_{i=0}^{q_n(q_i+1)} C_i^{q_i,q_{ni,q_i}}(x', \mu) \Psi_i(\zeta) + w_{q_i,q_{ni,q_i}}^0(x', \mu, \zeta) \right) , \]

where functions \( T^{q_i,q_{ni,q_i}} \) are given by the formulae:

\[ T^{q_i,q_{ni,q_i}} := T^{q_i,q_{ni,q_i}} - \delta_{q_i,0} C_0^{q_i,q_{ni,q_i}} , \]

while coefficients \( C_i^{q_i,q_{ni,q_i}}(x', \mu) \) will be determined later. The obtained solutions have the following asymptotics

\[ w_{q_i,q_{ni,q_i}}(x', \mu, \zeta) = T^{q_i,q_{ni,q_i}}(x', \mu) + B^{q_i,q_{ni,q_i}}(x', \mu) \zeta^{-n+2} + \sum_{i=0}^{q_n(q_i+1)} Z_{1,i,j}^{q_i,q_{ni,q_i}}(x', \mu, \theta) |\zeta|^i \]

\[ = \sum_{j=0}^{q_n(q_i+1)} \sum_{i=0}^{Q_{q_i,q_{ni,q_i}}} Z_{1,i,j}^{q_i,q_{ni,q_i}}(x', \mu, \theta) |\zeta|^{-n+K_j-i} \ln^j |\zeta| \]

\[ + \sum_{j=1}^{Q_{q_i,q_{ni,q_i}}} \sum_{i=0}^{Q_{q_i,q_{ni,q_i}}} Z_{2,i,j}^{q_i,q_{ni,q_i}}(x', \mu, \theta) |\zeta|^{i+2} \ln^j |\zeta| \]

\[ + \sum_{j=0}^{Q_{q_i,q_{ni,q_i}}} \sum_{i=0}^{Q_{q_i,q_{ni,q_i}}} Z_{3,i,j}^{q_i,q_{ni,q_i}}(x', \mu, \theta) |\zeta|^i \ln^j |\zeta| , \]

at infinity, where \( B^{q_i,q_{ni,q_i}} \) are of the form:

\[ B^{q_i,q_{ni,q_i}} := -T^{q_i,q_{ni,q_i}}N_0 + \delta_{q_i,0} C^{q_i,q_{ni,q_i}} , \quad C^{q_i,q_{ni,q_i}} := C_0^{q_i,q_{ni,q_i}} + U_0 \sum_{i=0}^{q_n(q_i+1)} C_i^{q_i,q_{ni,q_i}} . \]  
(4.25)
Remark 4.3. Functions \( Z^{q_e,q_{\eta}}_{k,i,j}(x',\mu,\theta) \) satisfy the identity:

\[
Z^{q_e,q_{\eta}}_{k,i,j}(x',\mu,\theta) = \sum_{m=0}^{M_1} a_{m}^{q_{e},q_{\eta}}(x',\mu)Y_{m,k,i,j}(\theta),
\]

where \( a_{m}^{q_{e},q_{\eta}} \) is a linear combination of functions \( u_{q_{e}-1,q_{\eta}-1,q_{\theta}} \) and the derivatives of these functions, \( M_1 \) is some number depending on the superscripts of functions \( \psi_{m}^{q_{e},q_{\eta}}, \) and \( Z_{m,k,i,j} \) are infinitely differentiable functions on the half-sphere \( \Sigma_{1}^{n-1} \) satisfying Neumann condition on its boundary. We shall check this statement later. In particular, functions \( Z^{1,q_{\eta}}_{k,i,0}(x',\mu,\theta) \) satisfy the identity:

\[
Z^{1,q_{\eta}}_{k,i,0}(x',\mu,\theta) = \sum_{m=0}^{M_1} a_{m}^{q_{e},q_{\eta}}(x',\mu)Z_{m,k,i,0}(\theta),
\]

where \( a_{m}^{q_{e},q_{\eta}} \) is a linear combination of functions \( u_{0,q_{\eta}-1,0} \) and the derivatives of these functions. This identity is implied by the asymptotics of function \( w_{0,0,q_{\eta}-1,0} \) and right hand sides \( G_{1,q_{\eta},0} \) at infinity.

We return back to constructing functions \( w_{q_{e},q_{\eta},q_{\theta}} \). Asymptotics of functions \( w_{q_{e},q_{\eta},q_{\theta}} \) at infinity should satisfy (4.20). As the result, we arrive at the identities:

\[
B^{q_{e},q_{\eta},q_{\theta}} = \rho \varepsilon \left( T_{0} \Psi_{l},q_{e},q_{\eta},q_{\theta} + A_{0}^{q_{e}-1,q_{\eta}-1,q_{\theta}} \right), \quad Z^{q_{e},q_{\eta},q_{\theta}}_{2,i,j}(x',\mu,\theta) = Y_{5,i,j}^{q_{e},q_{\eta},q_{\theta}}(x',\mu,\theta),
\]

(4.26)

\[
Z^{q_{e},q_{\eta},q_{\theta}}_{1,i,j}(x',\mu,\theta) = Y_{4,i,j}^{q_{e},q_{\eta},q_{\theta}}(x',\mu,\theta), \quad Z^{q_{e},q_{\eta},q_{\theta}}_{3,i,j}(x',\mu,\theta) = Y_{6,i,j}^{q_{e},q_{\eta},q_{\theta}}(x',\mu,\theta).
\]

(4.27)

The first identity in (4.26) is the solvability condition of the problems for functions \( w_{q_{e},q_{\eta},q_{\theta}} \). The validity of the second identity in (4.26) and the identity in (4.27) is proven in the same way as in Section 7 in [14]. Identities (4.26), (4.27) determine coefficients \( A_{0}^{q_{e},q_{\eta},q_{\theta}}(x',\mu) \) and \( C_{i}^{q_{e},q_{\eta},q_{\theta}}(x',\mu) \) considered in (4.13) and (4.25), respectively. We recall that these coefficients and the solutions from Lemmata 4.1, 4.3 were added to functions \( u_{q_{e},q_{\eta},q_{\theta}} \) of boundary layer and to functions \( w_{q_{e},q_{\eta},q_{\theta}} \) of internal expansion, respectively. And each of these coefficients is a linear combination of all corresponding functions of the external expansion and their derivatives. This statement is implied by Remark 4.1 and 4.3 identities for the right hand sides in the definition of functions \( G_{q_{e},q_{\eta},q_{\theta}}, \) the identities in (4.26), (4.27) and the definition of operator \( \Delta_{\theta}^{N} \). The asymptotics of function \( Y \) and identities (4.26), (4.27) explain the choice of solutions to the homogeneous problem in the boundary layer described above in Remark 4.2. By the first identity in (4.26) and by (2.12), (4.13), (4.14), (4.21) we obtained boundary conditions for the remaining terms \( u_{q_{e},q_{\eta},q_{\theta}} \) of external expansion:

\[
\left( \frac{\partial}{\partial \nu} + a + \frac{N_{0}(\mu + K_{0})}{T_{0}} \right) u_{q_{e},q_{\eta},q_{\theta}} = \frac{\mu + K_{0}}{T_{0}} \left( -N_{0} \left( \rho A_{q_{e},q_{\eta},q_{\theta}} + \Psi_{q_{e}-1,q_{\eta},q_{\theta}} X_{\theta} \right) \right. \right.

\[
+ \delta_{q_{e},q_{\eta}} C_{q_{e},q_{\eta},q_{\theta}} \Bigg) = \frac{A_{0}^{q_{e}-1,q_{\eta}-1,q_{\theta}}}{T_{0}} \text{ as } x \in \Gamma.
\]

(4.28)

Here constant \( \widetilde{X}_{\theta} \) and function \( \rho \) are defined in (4.11) and (4.21), respectively. It is clear that denominators in these identities are non-zero, since \( T_{0} \) is non-zero (see the asymptotics of function \( X \)), while \( \rho \) tends to a constant as \( \varepsilon \to 0 \) by (2.10). Moreover, we mention that as \( (q_{e},q_{\eta},q_{\theta}) = (0,0,0) \), the right hand side in (4.28) vanishes due to the definition of functions \( \varphi, \quad A_{q_{e},q_{\eta},q_{\theta}}, \quad C_{q_{e},q_{\eta},q_{\theta}} \) and \( A_{q_{e},q_{\eta},q_{\theta}}^{0} \). Relations (4.3), (4.4), (4.5) and (4.28) define the problems for coefficients \( u_{q_{e},q_{\eta},q_{\theta}} \).

Remark 4.4. While constructing the coefficients of internal expansion, we added some solutions to the homogeneous problem in Lemma 4.3 with arbitrary coefficients \( C_{i}^{q_{e},q_{\eta},q_{\theta}}(x',\mu) \). In
accordance with Lemma 4.3, this problem has infinitely many solutions. At that, among the existing infinite set of solutions in this lemma, we added only the above mentioned ones. Adding of these terms is sufficient to satisfy (4.20) by the asymptotics of the constructed terms of the internal expansions. Thus, our apriori choice of the added solutions is due to the conditions, which appeared in matching with the coefficients of the internal expansion.

We denote $\Gamma_3 := \{ \zeta : \zeta_n \geq 0, \zeta \notin \partial \Gamma_1 \times \{0\} \}$. We choose $\delta > 0$ such that the inclusion $\partial \Gamma_1 \subset \{ \zeta : |\zeta'| < \delta, \zeta_n = 0 \}$ holds true. Here $\partial \Gamma_1$ is treated as the boundary of set $\Gamma_1$ of dimension $n - 1$. By analogy with [14, Lm. 6.3] one can prove the next lemma.

**Lemma 4.4.** Problems (4.23) are solvable, functions $w_{q_r,q_r,q_l}$ and $G_{q_r,q_r,q_l}$ are represented as the sums

$$w_{q_r,q_r,q_l}(x', \mu, \zeta) = \sum_{q=1}^{M_{q_r,q_l}} \rho_{q_r,q_r,q_l}^{q}(x', \mu)w_{q_r,q_r,q_l}^{q}(\zeta),$$

$$G_{q_r,q_r,q_l}(x', \mu, \zeta) = \sum_{q=1}^{M_{q_r,q_l}^2} \delta_{q_r,q_r,q_l}^{q}(x', \mu)G_{q_r,q_r,q_l}^{q}(\zeta),$$

where $M_{q_r,q_l}$ are some numbers, $\rho_{q_r,q_r,q_l}^{q}$, $\delta_{q_r,q_r,q_l}^{q}$ are finite linear combinations of the traces of the coefficients of the external expansions and of their derivatives, $w_{q_r,q_r,q_l}^{q} \in C^\infty(\Gamma_3)$, $w_{q_r,q_r,q_l}^{q} \in W_2^1(\{ \zeta : \zeta_n > 0, |\zeta'| < \delta \})$, $G_{q_r,q_r,q_l}^{q} \in C^\infty(\Gamma_3)$, $G_{q_r,q_r,q_l}^{q} \in L_2(\{ \zeta : \zeta_n > 0, |\zeta'| < \delta \})$.

We denote $\Omega_{m-\delta} := \{ x : 0 < \tau < \tau_0 - \delta \}$.

**Lemma 4.5.** Let functions $f \in W_2^m(\Omega_m) \cap L_2(\Omega)$ and $\varphi \in W_2^{m+1}(\Upsilon)$ are holomorphic in $\mu$ in the sense of the norms in $W_2^m(\Omega_m) \cap L_2(\Omega)$ and $W_2^{m+1}(\Upsilon)$ for all $m \in \mathbb{N}$ and $u$ is the solution to the problem

$$(\mathcal{L} - \lambda) u = f, \quad x \in \Omega,$$

$$(\frac{\partial}{\partial \nu} + a + \frac{N_0(\mu + K_0)}{T_0}) u = \varphi, \quad x \in \Upsilon, \quad (\frac{\partial}{\partial \nu} + a) u = 0, \quad x \in \Xi. \quad (4.29)$$

Then this problem is solvable in $W_2^2(\Omega)$, for each $m \in \mathbb{N}$ and each $\delta > 0$ function $u$ belongs to $W_2^{m+2}(\Omega_{m-\delta})$, is holomorphic w.r.t. $\mu$ in the sense of the norm in $W_2^{m+2}(\Omega_{m-\delta}) \cap W_2^2(\Omega)$ and the estimate

$$\|u\|_{W_2^{m+2}(\Omega_{m-\delta})} \leq C$$

holds true, where constant $C$ is independent of $u$, $f$, $\mu$ and $\varphi$ but depends on $m$ and $\delta$.

**Proof.** The solvability of the problem for $\mu = 0$ is implied by the assumption that $\lambda$ does not belong to the spectrum of operator $\mathcal{H}_0$. Therefore, there exists the inverse bounded operator $(\mathcal{H}_0 - \lambda)^{-1} : L_2(\Omega) \to W_2^2(\Omega)$.

Let $\chi_4$ be an infinitely differentiable cut-off function vanishing as $x_n > \frac{m}{2}$ and being equal to one as $0 < x_n < \frac{m}{2}$. We make the change of function $u$:

$$v(x, \mu) = u(x, \mu)\psi_0(x, \mu), \quad \psi_0(x, \mu) := 1 - \chi_4(x_n) \left( e^{-C_0\mu x_n} - 1 \right), \quad C_0 := \frac{N_0}{T_0}.$$

By (4.29), function $v$ is the solution to operator equation $(\mathcal{H}_0 - \lambda - \mu L_0) v = F$, where $F := \psi_0 f$, while $L_0$ is a bounded operator from $W_2^1(\Omega)$ into $L_2(\Omega)$ and has the form

$$L_0 := \frac{\psi_1}{\psi_0} \left( A_n - A_n - A_n + \sum_{j=1}^{n} \frac{\partial A_n}{\partial x_j} \right) + A_n \frac{\psi_2}{\psi_0} + \frac{2\psi_1}{\psi_0} \sum_{j=1}^{n} A_n \frac{\partial}{\partial x_j}, \quad (4.30)$$
where
\[
\psi_1 := \frac{d\chi_4}{dx_n} + e^{-C_0\mu x_n}(1 - \chi_4), \quad \psi_2 := \frac{d^2\chi_4}{dx_n^2} - e^{-C_0\mu x_n}\left(2\frac{d\chi_4}{dx_n} + C_0(1 - \chi_4)\right).
\]

We note that denominators in (4.30) are non-zero since function \( \psi \) tends to a constant as \( \mu \to 0 \). It follows from the definition of operators \( L_0 \) and \( (H_0 - \lambda)^{-1} \) that \( (H_0 - \lambda)^{-1}L_0 \) is a bounded operator in \( L_2(\Omega) \). Hence, function \( v \) is represented by the identity \( v = (I - \mu(H_0 - \lambda)^{-1})^{-1}(H_0 - \lambda)^{-1}F \), which proves the solvability of the problem. Then expanding operator \( (I - \mu(H_0 - \lambda)^{-1})^{-1} \) into Neumann series and using the definition of function \( v \), we establish the holomorphy of function \( u \) w.r.t. \( \mu \) in the sense of norm in \( W^2_2(\Omega) \).

By the smoothness of functions \( f \) and \( \varphi \), the holomorphy of these functions in \( \mu \) and by the smoothness improving theorems [29, Ch. 4, Sect. 2] we establish that for each integer \( m > 0 \) and each \( \delta > 0 \), function \( u \) belongs to space \( W^{m+2}_{2}(\Omega_{\mu - \delta}) \) and satisfies the inequality
\[
\|u\|_{W^{m+2}_{2}(\Omega_{\mu - \delta})} \leq C\left(\|f\|_{W^{m}_2(\Omega_\mu)} + \|u\|_{W^2_2(\Omega)} + \|\varphi\|_{W^{m+1}_{2}(\Omega)}\right).
\]
Then by induction in \( m \) one can prove easily the statement of the lemma on the holomorphy of function \( u \) w.r.t. \( \mu \) in the norm in \( W^{m+2}_{2}(\Omega_{\mu - \delta}) \cap W^2_2(\Omega) \).

In accordance with the last lemma, the coefficients of the external expansion are holomorphic w.r.t. \( \mu \). Together with the identities for the functions of the boundary layer and internal expansion it follows that these coefficients are also holomorphic w.r.t. \( \mu \) in the norms in \( W^2_2(\Pi^2) \) and \( W^2_2(\zeta: \zeta_n > 0, |\zeta| < \delta) \), respectively. By the previous lemma, functions \( \varphi_{q_e,q_0,q_\Sigma}, \psi_{q_e,q_0,q_\Sigma}, \varrho_{q_e,q_0,q_\Sigma}, \eta_{q_e,q_0,q_\Sigma} \) considered in Lemmata [4.2 and 4.4] belong to \( W^m_2(\Sigma) \) for all \( m \geq 0 \). The formal construction of external expansion (2.16) and internal expansion (2.18) is complete. The justification reproduces that in [14, Sect. 7]. While justifying, various estimates for the norms of the coefficients of the boundary layer, external and internal expansions are obtained as well as the estimates for the error terms. At that, all the constants in these inequalities are uniformly bounded in \( \varepsilon, \eta, \mu \). This fact is implied by Lemma 4.5 and the explicit form of functions of boundary layer and internal expansion.

5. Sharpness of estimate

In the present section we discuss the sharpness of the estimates established in Theorem 2.4. We shall show first the estimate (2.4) is true for a periodic structure of the alternation of boundary conditions. As an example we consider the hyperplane \( \Upsilon := \{x: x_n = 0\} \) and we introduce set \( \gamma_{\varepsilon} \). This set is introduced in the same way as in the previous section. Let \( N := \left[\frac{1}{\varepsilon}\right] \), \([ \cdot ]\) be the integer part of a number, \( b := N\varepsilon, \Box_{\varepsilon} \subset \Upsilon \) be a cube with side \( \varepsilon \) such that \( \gamma_{\varepsilon} \subset \Box_{\varepsilon} \). In hyperplane \( \Upsilon \) we choose a cube \( Q \) with side \( b \) containing an integer amount of sets \( \Box_{\varepsilon} \) such that the union of these cubes covers \( \Upsilon \).

We denote \( \beta_{\varepsilon} := \alpha - \alpha_{\varepsilon} \). We expand function \( \beta_{\varepsilon} \) into Fourier series \( Q \):
\[
\beta_{\varepsilon}(x') := \sum_{q \in \mathbb{Z}^{n-1}} C_q e^{2\pi i q \cdot x'}.
\]

We take the function \( U(x) = -\sum_{q \in \mathbb{Z}^{n-1}} C_q e^{2\pi i q \cdot x' - ((|q| + 1)x_n) / (|q| + 1)} \). It is easy to check that the series converges in \( W^2_2(\widetilde{\Sigma}) \), where \( \widetilde{\Sigma} := \{x: x_n > 0, x' \in Q\} \). Function \( U \) is a generalized solution to the boundary value problem
\[
\Delta U = 0, \quad x \in \widetilde{\Sigma}, \quad \frac{\partial U}{\partial x_n} = \beta_{\varepsilon}, \quad x' \in Q,
\]
with the homogeneous Neumann conditions on the lateral sides of $\Sigma$.

In accordance with the definition of function $\beta_\varepsilon$, the identity

$$\sum_{q \in \mathbb{Z}^{n-1}} \frac{1}{|q| + 1} \left| \int \frac{\beta_\varepsilon e^{\frac{2\pi i}{\varepsilon} x \cdot x'}}{|q| + 1} d\varepsilon \right|^2 = \sum_{q \in \mathbb{Z}^{n-1}} |C_q|^2$$

holds true. On the other side, in accordance with the definition of function $U$, we have

$$\|\nabla U\|_{L_2(\xi)}^2 = 2 \sum_{q \in \mathbb{Z}^{n-1}} |C_q|^2 \int_0^{+\infty} e^{-2(|q|+1)x_n} d\varepsilon = C \sum_{q \in \mathbb{Z}^{n-1}} |C_q|^2 \frac{|\varepsilon|}{|q| + 1}.$$ 

Therefore, we obtain

$$\sum_{q \in \mathbb{Z}^{n-1}} \frac{1}{|q| + 1} \left| \int \frac{\beta_\varepsilon e^{\frac{2\pi i}{\varepsilon} x \cdot x'}}{|q| + 1} d\varepsilon \right|^2 \leq C \|\nabla U\|_{L_2(\xi)}^2.$$ (5.1)

Our next step is to estimate the right hand side of the last inequality. In order to do it, we introduce the following notations: $\square := \{ x \in \mathbb{R}^{n-1}: -\frac{1}{2N} < x_j < \frac{1}{2N}; j = 1, \ldots, n-1, x_n = 0 \}$, $\Sigma_1 := \{ x: x_n > 0, x' \in \square \}$, $\xi = x \varepsilon^{-1}$, $\Sigma_2 := \{ \xi: \xi_n > 0, \xi' \in \square \}$, where $\square$ is the domain obtained by dilation of domain $\square$ in $\varepsilon^{-1}$ times.

By analogy with [34], for $n \geq 3$ we can calculate the asymptotics for the lowest eigenvalue of Laplace operator in $\Sigma_\eta$ subject to Neumann condition on $\square \setminus \{0\}$. The first non-zero term in the asymptotics is of order $\varepsilon$. Indeed, function $U$ satisfies

$$\|U - \varepsilon u\|_{W_2^1(\Sigma_\eta)} = O(\varepsilon\eta).$$

Here function $u$ is a solution to the problem

$$\Delta_\varepsilon u = 0, \quad \xi \in \Sigma_\eta, \quad \frac{\partial u}{\partial \xi_n} = 0, \quad \xi \in \square \setminus \{0\},$$

subject to periodic boundary conditions on the lateral sides of $\Sigma_\eta$, having the asymptotics $u = |\xi|^{-n+2} + O(|\xi|^{-n+1})$ as $|\xi| \to 0$.

In the same way as [14], Lm. 7.3), for $U \in W_2^1(\Sigma_\eta)$ one can prove the estimate $\|\nabla_\varepsilon U\|_{L_2(\Sigma_\eta)}^2 \leq C \varepsilon^{\frac{\eta}{2}}$. Returning back to variables $x$ and taking into account that set $Q$ contains $O(\varepsilon^{-n+1})$ of periodicity cells, we obtain the estimate

$$\|\nabla U\|_{L_2(\xi)}^2 \leq C \varepsilon^{\frac{1}{2}}.$$ 

By (5.1) it follows that function $\kappa(\varepsilon)$ in (2.9) should be chosen as $C \varepsilon^{\frac{1}{4}}$ to satisfy this estimate for our example. It remains to check that function $\alpha$ vanishes on $\Sigma \cap \Xi$ if this intersection is non-empty. In our case these sets are disjoint and we do not need to assume the vanishing of $\alpha$ on $\Sigma \cap \Xi$. Thus, we have shown that for a periodic alternation there exists a function $\alpha$ and Condition (C2) is satisfied.

We proceed to discussing the sharpness of the estimates established in Theorem 2.1. If we try to prove the sharpness of estimate (2.13), it leads us to some rough estimates only. This is why we shall study only the sharpness of estimate (2.14).

In this section, by $C$ we denote inessential constants independent of the coefficients of external and internal expansions and boundary layer, as well as of $f, \varepsilon, \eta, \mu, \kappa(\varepsilon)$ and $x$. In addition we assume that $u_{0,0,0}$ and $f$ are compactly supported infinitely differentiable functions. We recall
that the asymptotics of function \( u_\varepsilon \) in the norm in \( W^1_2(\Omega) \) is of the form (2.15). Then

\[
\| u_\varepsilon - (1 - W_\varepsilon)u_{0,0,0} \|_{W^1_2(\Omega)} = \left\| \left( \varepsilon u_{1,0,0} + \eta u_{0,1,0} + \varepsilon \chi_0 u_{1,0,0} + \ldots \right) \chi_5 + (\chi_5 - 1 + W_\varepsilon)u_{0,0,0} + \left( w_{0,0,0} + \ldots \right) \chi_6 \right\|_{W^1_2(\Omega)},
\]

(5.2)

where by “...” we denote the next terms of the asymptotic series, function \( W_\varepsilon \) is defined in (3.3), while functions \( \chi_5, \chi_6 \) are of the form:

\[
\chi_5 := \prod_{k \in \mathbb{Z}^{n-1}} \chi_1 \left( |x - M_\varepsilon^k| \varepsilon^{-1}\eta^{-1/2} \right), \quad \chi_6 := \sum_{k \in \mathbb{Z}^{n-1}} \left( 1 - \chi_1 \left( |x - M_\varepsilon^k| \varepsilon^{-1}\eta^{-1/2} \right) \right).
\]

Let us estimate the norm of \( \chi_6 w_{0,0,0} + \varepsilon \chi_0 \chi_5 u_{1,0,0} + u_{0,0,0} W_\varepsilon \) in \( W^1_2(\Omega) \). In accordance with the definition of functions \( \chi_0, \chi_1, \chi_2, u_{0,0,0}, u_{1,0,0}, W_\varepsilon \) and the properties of function \( u_{0,0,0} \) we obtain

\[
\| \chi_6 w_{0,0,0} + \varepsilon \chi_0 \chi_5 u_{1,0,0} + u_{0,0,0} W_\varepsilon \|_{W^1_2(\Omega)}^2 \geq C_1 \sum_{i=1}^{N(\varepsilon)} \left\| \frac{\partial w_{0,0,0}}{\partial x_n} + u_{0,0,0} \frac{\partial W_\varepsilon}{\partial x_n} \right\|_{L^2(B^k_{1,1})}^2
\]

\[
+ C_2 \sum_{i=1}^{N(\varepsilon)} \left\| \varepsilon \frac{\partial u_{1,0,0}}{\partial x_n} + u_{0,0,0} \frac{\partial W_\varepsilon}{\partial x_n} \right\|_{L^2(B^k_{2,1})}^2 = C_1(\varepsilon \eta)^{-2} \sum_{i=1}^{N(\varepsilon)} \left\| T^{0,0,0} \frac{\partial Y}{\partial \kappa_n} + u_{0,0,0} \frac{\partial Y}{\partial \kappa_n} \right\|_{L^2(B^k_{2,1})}^2
\]

\[
+ C_2 \varepsilon \sum_{i=1}^{N(\varepsilon)} \left\| \Psi_{0,0,0} \frac{\partial X}{\partial \xi_n} + u_{0,0,0} \frac{\partial W_\varepsilon}{\partial \xi_n} \right\|_{L^2(B^k_{2,1})}^2,
\]

where sets \( B^k_{1,1} \) and \( B^k_{2,1} \) are of the form \( B^k_{1,1} := \{ x : |x - M_\varepsilon^k| \varepsilon^{-1}\eta^{-1/2} < 1 \} \), \( B^k_{2,1} := \{ x : |x - M_\varepsilon^k| \varepsilon^{-1}\eta^{-1/2} > 1 \} \cap \Omega_0 \). The last identity, (4.28), asymptotics of functions \( X \) in a small neighbourhood of zero and of \( Y \) at infinity, as well as the definitions of functions \( T^{0,0,0}, W_\varepsilon \) imply

\[
\| \chi_6 w_{0,0,0} + \varepsilon \chi_0 \chi_5 u_{1,0,0} + u_{0,0,0} W_\varepsilon \|_{W^1_2(\Omega)} \geq C \varepsilon^{1/2}.
\]

By (5.2), Lemma 7.3 in [14] and the definition of function \( W_\varepsilon \) it follows that

\[
\| u_\varepsilon - (1 - W_\varepsilon)u_{0,0,0} \|_{W^1_2(\Omega)} \geq C \varepsilon^{1/2}.
\]

(5.3)

This estimate differs from the right hand side of inequality (2.14). Namely, the first term coincides with the similar one in the estimate for the convergence rate. It means that this term is sharp. The third term, \( \kappa(\varepsilon) \), in our estimate comes from Lemma 3.5. And as it was said, the proof of this lemma is based on sharp estimates. It gives us an opportunity to assume that term \( \kappa(\varepsilon) \) in inequality (2.14) is also sharp.

Let us study the sharpness of term \( \mu \) in the right hand side of (2.14). Since the coefficients of the boundary layer, external and internal expansions are holomorphic in \( \mu \), as well as by the fact that we do not construct asymptotics of function \( u_\varepsilon \) in powers of \( \mu \), we obtain an error of order \( \mu \). Hence, by inequality (5.3), Lemma 7.3 in [14] we obtain that

\[
\| u_\varepsilon - (1 - W_\varepsilon)u_{0,0,0} \|_{W^1_2(\Omega)} \geq C \left( \varepsilon^{1/2} + \mu \right).
\]

Thus, our estimate (2.14) is close to being sharp.
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